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Abstract: Internet Control Message Protocol (ICMP) is an rerro

reporting and diagnostic utility and it is consieléras a part of
Internet Protocol (IP) suite. Although this protbcis very
important for ensuring correct data distributiangan be exploited
by malicious users for conducting different DemigBervice (DoS)
attacks. Due to the broadcast nature of wirelessnmenication,
exploitation of this kind of attack is even easRy. sending bogus
ICMP redirect packets, a malicious user can eittlisrupt or
intercept communication from a wireless accesstpoin

In this paper, we present our approach to simula¢e|CMP
Ping Flood Attack, and to analyze the effects a$ thttack on
wireless networks using OPNET Modeler. We proposeesl
countermeasures against this type of attack. Stionlaresults
regarding the effects of link failure recovery macism against this
type of attack are discussed
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1. Introduction

ICMP is a part of the TCP/IP suite. This protocahtles
error and control messages. More specific, rowsacs hosts
use ICMP to send reports of problems about dategyrbeck
to the original source that sent the datagram [1J[RMP
messages are encapsulated and sent within IP datagr

When the message is generated and error occutred,
original IP header is encapsulated with the appatptCMP
message and these two pieces are encapsulated wittgw
IP header in order to be returned as an error tepothe
ending device. As it can be seen from Figure lrettere
several types of the ICMP messages depending oh tivda
ICMP message is reporting.

One of the best known examples of ICMP in practice
the ping utility. It uses ICMP to check remote Isosbr
responsiveness and examine overall round-trip trihéhe
probe messages.

ICMP Smurf Attack: This type of attack floods thietim
machine with spoofed ping packets. All these maedifi
packets contain a spoofed IP address of the taiggm.
This cause broadcast of the misinformation to afits in the
local network. All of these hosts now respond vetreply to
the target system, which is then saturated witlseheplies.
If there are many hosts in used networks, victinii e
effectively spoofed by a large amount of traffic.

Ping of Death: An attacker sends to the victim @mP
echo request packet that is larger than the maxinfm
packet size of 65.536 bytes. Since the received RG¥Mho
request packet is larger than the normal IP paska, it
must be fragmented. A consequence of this is tevictim
can not reassemble the packets, so the OS crasheisoots.

ICMP Nuke Attack: In this type of attack nukes sémdhe
victim an ICMP packet with destination unreachatyige 3
messages. The result of this attack is that tasystem
breaks communications with existing connections [4]

In this paper we implement simulation framework fo
WLAN using OPNET. We quantify the effect of ICMPnBi
Flood Attack on WLAN parameters, thereat usingedéht
kind of security schemes and protocols we dematestreeir
existing vulnerabilities.

Following this introduction, the paper is organizas
follows. Section 2 discusses some research on |Eihg
Flood Attack in 802.11 networks. In Section 3, we giving
brief overview about ICMP Ping Flood Attack. Nextr
experimental results are summarized in Sectiom &dction
5 several methods to mitigate DoS effects are disnl, with
special reference to the failure recovery mechanismally,
in Section 6 we conclude our results and provideeso
directions for future work.

2.Related work

The regular ping operation relies on ECHO_REQUEST
and ECHO_REPLY ICMP messages, but it may respond {Qireless networks are very susceptible to DoS kstd€MP

ICMP messages other than

appropriate.

ECHO_REPLY  wheping Flood attack is one of the simplest and mestitDoS

attacks. Many researchers have already discovenegnous

It is more than obvious that ICMP messages arg Veirategies for mitigating this type of DoS attadh. this

useful, especially when an error occurs in the ogtw
Unfortunately, malicious users have found a wayum a
good network tool into an attack. The most comnypes of
ICMP attacks are:

ICMP Ping Flood Attack: This attack is based ondsem
huge number of ping packets, usually using “pingfhenand
from unix-like host. In this way attacked systerm aaot
respond to legitimate traffic.

section, we summarize some of their findings armppsed
defense mechanisms.

The authors in [3] embedded an ICMP processinguteod
in the Network Processor (NP) - based firewall aditw to
the characteristics of processing packets flowXR2AXXX
NP and the ICMP protocol layer. They carried outirth
simulation on development environment WORKBENCH.
Their results show that the optimized method predos
their paper can simplify the process flow and imerdhe
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ICMP processing efficiency. This can be valuablenence prevent the possibility of cloned AP. Using thisainanism

for other abnormal packets processing methods irbaked
firewalls and common ICMP prevention schemes.

the large scale exploration of WMN is eliminated.

In [5] is analyzed and proved that window baseq;.|C|\/|pping Flood Attack Background

restriction scheme will remove the attack produtgtivegion
from the ICMP traffic and will promote only genuiiffic.
This will help to neutralize the flooding attacks.

They identified the threshold to signify the akaaffic. If
the window is opened beyond the threshold it wiherate
traffic beyond the tolerable rate. This traffic sme which
generates beyond identified threshold rate candiekéd for
a while which will create more IP space for ICMRisze.

Interesting approaches against several attacksedaby
ICMP messages are presented in [6]. The number
mitigation techniques that help to eliminate origsite the
impact of the ICMP attacks against TCP is descrifidetse
several techniques can be implemented togethenctease
the protection against these attacks.

Proposed techniques amongst many others are: TCP
Port Randomization and

Sequence Number Checking,
Filtering ICMP Error Messages Based on the ICMPId¢ad;
Excellent practical example about the efficiendytiwe

ICMP Ping Flood Attack is shown in [7]. ICMP Pindpbd

Attack across a range of IP addresses during aiegreriod
of time has been observed. Several conclusiondien
based on their experimental obtained results. ,Fits¢
attacker obstruct the probe responses of the aquBss to
the clients who were using probe requests to searchss
points. As a result, responses from the accesd jpithe

wireless network were essentially jammed during viea

utilization. Control and management packets of doeess
point are also lost or delayed. This is the rea$on
contribution of the overall network congestion.

In [8] the authors are taking in consideration fihet that
security mechanism for one layer cannot be used
protection mechanism for the other layers. Henkey tare
discussing the importance of cross layer securéghanisms
and routing protocols for multi-hop wireless netisrby
critical comparison. The reason of doing this isptotect
multi-hop wireless networks from passive, activel aenial
of service attacks, including the flooding attack.

As we already explained, the original ICMP messages
encapsulated and sent within IP datagrams. An |@siéket
is composed of ICMP header and ICMP payload (Sger€i
1). The type and format of the ICMP packet aredatéid in
the type field in ICMP header [3].

One of the most used ICMP messages is ping command
This command is usually used to detect network @st h
ggmmunication failures and troubleshoot common TEP/
connectivity problems. However, ping command camo dle
used to cause severe consequences on wirelesgketwo

1P datagram

1P header 1P payload

‘ 4—— ICMP message ——p

1CHP header message

Byte
Ofsethoy g o e B
0 Type Code Checksum A
) - o i it i s e e e i L Lt i i By?es
4 Other message specific information... ‘
L \7! T l T ‘1‘ p— V, L |2¥ L l o T—— !31 ==
BllGI234367890123436789012345673901
|+wable -P'— Byte —P'— Word r}

ICMP Message Types Checksum

Type Code/MName

0 Echo Reply

3 Destination Unreachable
0 Net Unreachable
1 Host Unreachable
2Prolocol Unreachable
3 Port Unreachable
4 Fragmentalion required, and DF sel
5 Source Route Falled
6 Destination Network Unknown

Type CodeMName
3 Destination Unreachable (continued)
12 Host Unreachable for TOS

Type Code/Name
11 Time Exceded
OTTL Exceeded
18 Communicalion Adminisralively Prohiblled 1 Fragment Reassembly Time Exceeded
4 Source Quench 12 Parameter Problem
§ Redirect 0 Pointer Problem
0 Redirect Datagram for the Network 1 Missing a Required Operand
1 Redirect Datagram for the Host 2Bad Lenglh
2 Redirect Datagram for the TOS & Network 13 Timeslamp
3 Redirect Dalagram for he TOS & Host 14 Timestamp Reply
7 Destination Host Unknown 8 Echo 15 Information Request
8 Source HostIsclated 9 Rouler Advertsement 16 Informaion Reply
9 Network Administraively Prohbited 10 Router Selecton 17 Address Mask Request
10 Host Administralively Prohibited 18 Address Mask Reply
11 Network Unreachable for TOS

Checksum of ICMP
header

RFC 792

Please refer to RFC
792 for the Intemet
Control Message
protocol (ICMP)
specification.

30 Traceroute

Figure 1. ICMP Message Encapsulation

In [9] new so called Real-time cross-layer flood

detection and attack trace-back mechanism (RCFDIAT)
proposed. Using this mechanism the authors ainomstouct
a large-scale multilayer flood detection approadth iow
computational complexity, high accuracy, and lovisda
alarm rate. To test the accuracy of the proposecharésm
the theoretical fundamentals have been checkedtinéthelp
of simulations. RCFDAT mechanism is observing ttafic
flow variations. The reason for this is that tHisugp increase
in traffic flow is the first sign for flooding att&.

In [10] this type of DoS attack is presented itatieely
easy way to understand. The author is giving twotsms
against becoming a victim of this type of attackrst-
presented solution is filtering of the incoming ealequest
packets. The second solution involves using ofiltestfand
its "limit" module.

Taking in consideration flooding attack against $léss

Switch

Legitimate User Legimate User

Mesh Networks, the authors of [11] proposed a mutua o

cooperation mechanism between the backbone muystiAis
and serving gateway. The reason for this is to ales@d

Figure2. ICMP Ping Flood Attack
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icrosoft Windows [Uersion 6.1.76001
opyright {c> 2009 Microsoft Corporation.

\Users\Mitko>ping 127.0.0.1 -n 5 -1 65500

All rights reserved.

Pinging 127.0.0.1 with 65500 hytes of data:
R .1

hytes=65500 time<ins TTL=128
bytes=65500 time{ims TTL=128
: bytes=65500 time<ins TTL=128

Ping statistics for 127.0.0.1:

Packets: Sent =5, Received = 5, Lost = 0 (0% loss),
fipproximate round trip times in milli-seconds:

Minimum = Oms, Maximum = Oms, Average = Oms

N\Userss\Mitko>

Figure 3. ICMP Ping Flood Attack through DOS

The attack caused using ping command is knowe s>
Ping Flood Attack or simply Ping Flood Attack (Figures 2
and 3). ICMP Ping Flood attack is a simple DoSckttahere
the attacker continuously sends a large amountCiiR
Echo Request (Ping) packets to the victim machind a
saturates the network with traffic.

The response to each of these requests limitgrtioeint of
available system resources for other processes. The
continuing requests and replies can be a reasasidaing
the network and causing the legitimate traffic eatinue at a
significantly reduced speed or, in extreme caseket
disconnected. A Ping Flood attack can effectivadable the
network connectivity.

4. Simulation results and analysis

Our work conducted regarding presentation of ttieced of
ICMP Ping Flood attack is based on OPNET Modeléeré
are several reasons why we are using this simulatiol for
our research. OPNET provides a Graphical User fatter
(GUI) which allows realistic networks simulatiomdahas a
performance data collection and display module. @dger,
it has been extensively used and there is wideidemée in
the validity of the results it produces.

Our project contains a wireless network of threlensts,
each representing a floor of a building. The tliodr is the
location of the network's two servers and a swithht
connects the three floors to the outside world.

The access point (wireless router) is placed airsgéioor
and eight workstations are evenly spread out anfiestgand
second floor. The access point is connected toeserv
through a switch.

In our paper we are going to consider four differe
scenarios.
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Figure 4. 2" Floor of the building under atttack of three
malicious nodes (attackers)

In our simulation we are setting the folowing ping

parameters:

» |IP Version - Specifies whether IPv4 or IPv6 packets
should be used. The specified IP version must be
supported on both the source and destination nodes.
In all our scenarious this parametesét to 1IPv4

e Interval - time between successive "ping" packet
transmissions. This time for all scenarios when
attack is conducted et to 5s

e Packet size - "ping" packet size to be sent to the
specified host. An extra eight bytes of ICMP header
gets tagged on to this packet before it gets
encapsulated in an IP datagram. The values of this
parameter for different scenarious can be seen in
Table 1.

Count - Specifies the number of "ping" packets
(ICMP ECHO Requests) to be sent. This parameter
is set to “unlimited”.

Timeout - Specifies the time after which the sent
"ping" requests is considered lost, if no respdrese
been received from the specified host. For all
scenarios when network is under attack this time is
set to 5s

Record Route - Specifies the option of printing the
route a given "ping" packet takes to get to the
specified host. It uses the "record route" option i
the IP header. This parameter in all scenariaeis
to “enable”.

Table 1. Characteristics of the three simulated attacks

The first scenario is when the wireless networkinoour
case, the wireless access point (router) is necletd (o

Attack). The second scenario is when the same network
attacked by one malicious node with ping packet siz256
bytes @Attack 1). In the third scenario (Figure 4) attack is
conducted by three attackers with ping packet siz56

bytes Attack 2). The last scenario is situation when thig
network is attacked by one malicious node, busthe of the

Attack 1 Attack 2 Attack 3
Number of
malicious 1 3 1
nodes
Packet size
(bytes) 256 256 22000

IP packets sent by this node is 22000 byfdsack 3).



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

Because malicious nodes are flooding the wireteeger
with frequent ICMP Ping packets, the router is ueato
respond to legitimate users, or in our case, respas
slower.

The number of ICMP ECHO packets in the case wigen n
is 0. Just for

ICMP Flooding attack is performed,
comparation, the total number of the ICMP ECHO sk
when Attack 2 and Attack 3 are conducted is 5,530 ,8nd
5,430,732, respectively.

The time of simulation is set to 20 minutes. Thefite
start time is set to 100 s and for applicatioris & s. During
the initial 105 s no traffic is generated at ahis'time can be
considered as warm up time, which allows queuescaimer
simulated parameters to get in a “normal runningddons
for the system”.

The average value from the obtained simulation lt®su

will be presented. As resultgobal statisticof the simulated
scenario will be shown. These statistics are scdpethe
simulation as a whole, in contrast to local stasstwhich are
scoped to a particular queue or processor. In otrweds,
multiple processes, as well as pipeline stagestalifferent
locations in the model's system, can contribut¢hto same
shared statistic. This is done by referring to skedtistic by
name and obtainingsdatistic handle

Figure 5 shows global statistic of WLAN Retranssioa
Attempts. With retransmission attempt, as a quetinté
parameter, the rate of retransmission attempt can
determined.

This parameter also figures out the number of sinogr
second of the packets which has to be retransmifbe
lower retransmission attempt means more reliabhk li
connection. In other words, this statistic show thenber of
retransmission attempts during the time the padket
successfully transmitted or when it is discarded assult of
reaching short or long retry limit..

The global statistic of WLAN retransmission attésfs
presented when no attack is performed and in cakes 1
or 3 malicious nodes are attacking the simulatertless
network with large number of ICMP ECHO Requestsictvh
means during attack, AP is permanently disturbedthzy
attacker/s.

W Attack 1
W Attack 2

[ Attack 3
H no Attack

tima_average (in Wirelezss LAN Retransmizsion Attempts (packets])

1 Dlm 1 Slm ZDIm

Figure5. Packets retransmission attempts for different
number of attackers and different ping packet size
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Figure 6. WLAN Delay for different number of attackers and
different ping packet size

As it can be seen, increased attackers numberason
for increased number of packets retransmissiomatte It is
the same situation when there is only one attadetthe
packet size is increased from 256 to 22000 bytés.due to
the large size of sent ICMP messages from the kaitéac
which causes AP buffer overflow. Once the routeatiacked
by malicious node problem occurs, the network
retransmission attempts dramatically increase, vk@uses
ghore collisions.

Comparing the results of Attack 2 and Attack J;ah be
seen that although at the beginning Attack 2 causee
retransmission attempts as the simulation run timeeases,
the effect of these two attacks in the network ésdming
equal. It is evident that from the 102Gecond of the
simulation run time these two curves are almosakequ

Caused collisions are reason for slowing down Kited
wireless network which can be seen in Figure 6s Tigiure
shows global statistic of Wireless LAN Delay of edceived
packets in the network and forwarded to the hidénger as a
function of simulation run time.

This parameter is a metric which determines delay
between MAC layers. Several phases are includethif
parameter: dividing the frames into packets, senttiem to
their destination and their assembling at theirtidagon
MACs. Medium access delay at the source MAC is also
included within this statistic. From the obtainegdults for the
delay it is more than obvious that collisions caudgy
retransmission attempts are reason for this highkayde
Situation is almost similar as it was previouslpleined.

The network performance is reduced due to increased
number of received packets form the AP. Again, ékta at
the beginning is more destructive and is causirghdr
WLAN delay compared to the Attack 3. With the siatidn
run time this delay is going down, and delay causedttack
3 is going up.

Very important characteristic when WLAN system is
evaluating is Data Dropped metric. Generally, this
characteristic shows how WLAN operates when nundfer
users or number of packet is increased (scalabigiye).
Figure 7 shows relation between data dropped amdlaiion
running time.
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W Aftack 1
B Aftack 2
0 Attack 3
H no Attack
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Figure 7. Data dropped for different number of attackers an
different ping packet size

Wireless AP is the only one that receives all det#fic
(control or data) from the legitimate users and icials
nodes and resends them to their receivers. Thigil@ur
situation wireless router) acts as a central gages@ if the
AP fails, the connection between users will be.lddte
excessive number of packets that is going in or afuAP
leads to buffer overflow or traffic jam around iThis
excessive buffer overflow leads data packets tdrbpped.
The previous is showing that the percentage of dedpped
increasing by increased number of malicious nodes
increased number of ping packet size. It is intérgsto
notice that the number of data dropped is drasfidagher
during the Attack 3. This is reasonable becausenthinber is
directly connected with buffer overflow. It is obus that the
case of Attack 3 will have bigger influence on leaff

overflow, which means higher number of data dropped

(bit/sec).
Figure 8 is showing the average voice jitters Whiccur
during voice transmission in the situation whenattack is

performed and when the wireless network is under th

described three attacks.

W Aftack 1
W Atack 2
O attack 2
H no Attack

0.00050 time_average (in Woice Jiter (zec))

0.00045

A

0.00040

000035

0.00030

0.00025

0.00020

0.00015

0.00010 1

0.00005

0.00000

T
om 20m

Figure 8. Voice Jitter for different number of attackers and
different ping packet size
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The jitter values during attacks are dramaticaityreased.
Attack on voice transmission is showing the same
characteristics as in previous described situatidisthe
beginning of simulation, Attack 2 has higher negati
influence on the network behavior. During the sigtioin run
time situation is changed, and from Bogecond Attack 3 is
causing higher voice jitter or higher voice packatlay
variation.

Another QoS parameter which we analyzed during
simulation is voice packet end-to-end (E2E) deE2E delay
refers to the average time required the voice patkée
transmitted from the client node to the server.sTiitne is
critical, because higher E2E delay will mean higkeice
distortion. In the situation when any of previgudescribed
attacks is performed, due to AP flooding the qu&ie
gonstantly large. Reason for high E2E delay canmioee
broken links and frequent re-routing during thensraission
of the data packet.

The delay in the network must not exceed the Hulds
value of 80ms to maintain the minimum number of /ol
calls with acceptable quality, which is not sitoatwhen the
network is under attack. Figure 9 is showing E2Hayle
statistics of the wireless network.

We have again the same situation — decreasingeoERE
delay with the simulation run time when attack imaucted
by three attackers and slightly increasing of thistric when
gttack by one attacker with larger packet sizeoiglacted.

W Atack 1
W Attack 2
0 Attack 3
B no Attack

time_averaue (in Yoice Packet End-to-End Delay (sec))

" [ s
[
/W\\

018

.06

¥: 01,0687
K 12m

0.04

ooz

.00

T
Sm

10m

T T
Om 15m 20m

Figure 9. Voice Packet End to End Delay for different
number of attackers and different ping packet size

5. Proposed mitigation techniques against

ICMP Ping Flood Attack effects

There are several methods to mitigate the effefctsi® type
of attack.

The simplest way of protection from this attack is
complete blocking of the ICMP Ping packets, buttbe
other site this will be very radical solution arte will be
problems with servers. If some problem come upilit be
difficult to be diagnosed.
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Firewall > WAN Ping Blocking

ADVANCED FEATURE! You can configure the Router not to respend to an ICMP Ping {ping to the WAN
part). This offers 2 heightened level of security. More Info

Block ICMP Ping > [V]

Clear Changes | Apply Changes |

For example, in Linux, all ICMP packets can beckkd
as follows:
iptables —p icmp -j DROP

However, not all ICMP packets at the firewall slabbe
indiscriminately blocked. Better solution is bloegi certain
types of packets; otherwise, network performanceldco
suffer. Candidates for blocking are timestamp rsguend
reply, information request and reply, address masjuest
and reply, and redirect [12].

Other solution is limiting the maximum number dret
maximum size of ICMP packets using appropriatesthoéd.

If registered ICMP traffic is greater than the ficaf
determined by threshold, it will be dropped.

ROUTER(CONFIG)# ACCESS-LIST 131 PERMIT

ICMP ANY ANY ECHO

ROUTER(CONFIG)# ACCESS-LIST 131 PERMIT

ICMP ANY ANY ECHO-REPLY

ROUTER(CONFIG)# INTERFACE ETHO/0

ROUTER(CONFIG-IF)#  RATE-LIMIT  OUTPUT

ACCESS-GROUP 131

16000 8000 8000 CONFORM-ACTION CONTINUE

EXCEED-ACTION DROP

In previous example, any ICMP ECHO or ECHO REPLY ot

traffic will be allowed until it exceeds 16000 Bgteat which
point it will be dropped.

Also very effective method for reducing the eféeof this
attack is limiting the speed or frequency of segdiGMP
packets from single user (source).

In the previous solutions it is important to detagre
acceptable value of this threshold. It is importahis
threshold not to be too low, because if certain FCphckets
are used to “keep-alive” or monitoring the statfis device,
low threshold would be a reason the prevention fiGiP
Ping flood attack to cause other major problemsiwithe
network.

Using OPNET Modeler simulation tool we conducted

analysis of several methods to mitigate this typeDoS
attack, for the case when the WLAN is attacked g o
malicious node using Ping Flood attack with Pinge sof
22000 bytes.

Filtering ICMP ECHO REPLY messages resulted irhhig

improvement of the QoS characteristics.
We also considered behavior of different typefirefvalls

under ICMP Ping Flood attack. The following typeg o

firewall were considered:
e CS PIX 525 8ae adv (CISCO),
« CKP Window Firewall 4e adv,
e CKP Unix Firewall 4e adv.

The Cisco Firewall gave far the best results. Tasults
we got using Windows and Unix Firewalls was also
improved but not as the improvement we got usirecied
Cisco firewall. The improvement we got using Windoand
Unix Firewalls were almost the same.

The comparison between Reno and New Reno fast
recovery mechanisms during conducted attack alse ga
big difference on QoS Parameters. Namely, usindNedv
Reno mechanism as a TCP parameter within wireless
network when ICMP Ping Flood attack is conductegiving
much better effects than the case when we used Resho
recovery mechanism.

5.1 Proposed Failure Recovery mechanism against
ICMP Ping Flood Attack
Taking in consideration the same situation (ICMRgHtlood
Attack by one malicious node with ping packet £€2000
bytes) we are using Link Failure/Recovery mechaniem
show its effect on mitigation of this type of akta@he link is
recovered during period of 500 to 900 seconds. batter
preview, all graphs are showing not the averagelteas in
previous simulation results, but thas"is' results generated
from OPNET.

W Attack 3 Failure Recovery
O Aftack 3
B no Aftack

013 Wireless LAN Retransmizsion Attempts (packets)

01 4
010

0_.0?-— i _. \ I

| -T::
0os . v

B DAL 1 L
oosd— | In UL TN U TTREL [
ozl | Y L

Wy TV}

om

000

T T r T
Om Sty 10m 15m 20m

Figure 10. Packets retransmission attempts decreased using
proposed Failure/Recovery mechanism

W Attack 5 Failure Recovery
O Attack 3
E no Attack

Wirsless LAM Delay (Sec)

; I

003
s |
l

Figure 11. WLAN Delay decreased using proposed
Failure/Recovery mechanism
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The general goal of failure recovery mechanismois

extend the network lifetime by restarting or repesgming
failed or misbehaving links. In combination, thetgo
measures raise the cost for a potential attackezn B an
attacker manages to capture a node and abuseshisfown
purposes, there is a chance that the aberrant ioela\this

node will be detected and the link be recoveredis th

nullifying the attack [13].

A good failure recovery mechanism can improve the 0:35

efficiency and mitigate the DoS vulnerabilities 14

Figure 10 shows attacked network behavior when

failure/recovery mechanism is used. It can be $eanfrom

the period of 500 to 900 seconds when failuresegevered

the number of retransmissions attempts is goingndow

This will cause the number of collisions to beueed, so
during the same period WLAN delay will be drastigal

reduced (Figure 11). In this period WLAN Delay wik
slightly higher than it is in situation when théseno attack.
By analyzing voice traffic we got similar resulthich are
shown in Figure 13. Namely, jitter caracteristiegidg this
period of link failure recovery of 500 to 900 sedsnare
slightly higher than they were in case when thenmoit ICMP
Ping Flood Attack
W Attack 3 Failure Recovety

O Attack 3
H no Attack

Wireless LAN Data Dropped (Butfer Overflow) (hits/sec)

200,000

180,000 1

180,000

140,000
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100,000
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4n‘nnn ' 1 1, ”
el Yy
AT A O

0

Figure 12. Data Dropped decreased using proposed
Failure/Recovery mechanism
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Figure 13. Voice Jitter decreased using proposed
Failure/Recovery mechanism

23
Vol. 3, No. 1, April 2011

The situation with voice packet end to end desayhe
same. End to end characteristics for the periodnwhiure
recovery mechanism is used is decreased (Figure 14)

W Attack 3 Failure Recovery
O Aftack 3
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Figure 14. Voice Packet End to End Delay decreased using
proposed Failure/Recovery mechanism

As we already explained, the delay in the netwdwking
the period of voice transmission must not exceed th
threshold value of 80ms to maintain the minimum hanof
VoIP calls with acceptable quality, which is notustion
when the network is under attack and Link Failuezi®ery
mechanism is used.

6. Conclusion

In our paper, the effects of the ICMP Ping Floodadk on
the wireless network were explored. More spechighavior
of the wireless networks under attack of differeamber of
attackers and different ping packets size is exadhiWith
the in-depth simulation, we found that the wirelasswvorks
QoS parameters can be dramatically reduced undetyibe
of flooding attack. Also, increased number of dtas and
packet size has different effect at different WLADDS
Parameters. Several defence mechanisms againsypbi®f
attack were analyzed. In the last section apprtgpriank
Failure/Recovery Mechanism is proposed and behafitire
attacked wireless network and improvement of QoS
parameters under this proposal is shown. Duringnauk we
also simulated the same scenarios when approffireteall,
fast recovery (New Reno) or filtering of specifiEcMP
ECHO messages is used. In all this situations we go
improved results. In the future work, we intendctmtinue
with exploration of possibility for setting optiméhreshold
for Failure/Recovery mechanism which will activaiieis
mechanism when large number of packets or largedsiz
ICMP packets is received.
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