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ABSTRACT 

A histogram is a graphical representation of the distribution of data, commonly used as an 
analysis tool in statistics to visualize the frequency distribution of a dataset. Our focus of interest 
lies in the Frequency Histogram, a special graph that employs vertical columns to illustrate the 
frequency of occurrence of each data element.  

Here, we will present a parallel SIMT (Single Instruction Multiple Threads) Histogram 
algorithm. This algorithm is composed of basic parallel primitives like sorting and parallel 
compact. Implementing in this manner for educational endeavors allows students to delve into the 
details, learn, and enhance their understanding of the CUDA parallel programming model. The 
presented algorithm utilizes a sparse representation of the vector to store results, distinguishing it 
from well-known standard parallel Histogram algorithms. Besides delving into the details of 
implementing parallel primitives, we will also discuss how to perform an efficiency evaluation of 
the parallel program. 

Keywords: Histogram, Parallel primitives, Parallel programing, CUDA, GPU.  
 

INTRODUCTION 
The modern parallel programming model is gradually replacing the traditional sequential 

model due to the growing demand for extensive computing in applications, driving the shift 
towards parallel computing. Almost all scientific and research areas are impacted to some degree 
by this trend. Many problems with mathematical backgrounds, applicable in various fields such as 
cryptography, coding theory, and data processing, necessitate massive and efficient computation. 
Parallel computing facilitates large-scale and efficient data processing to address these challenges. 

The modern trend in computer hardware technology unmistakably leans towards a massive 
parallel hardware resource structure. This implies a growing demand for experts who understand 
how to harness these resources. In other words, there will be a requirement for programmers to be 
familiar with the concepts of parallel programming and to adeptly apply them.  

Our intention here is to present the implementation of a parallel Histogram algorithm, 
composed of several basic parallel primitives, for educational purposes. Through the algorithm's 
implementation, readers can learn and grasp the fundamental principles of parallel programming. 
While sequential histogram computation is trivial, achieving efficient parallel computation on the 
GPU is traditionally challenging. The presented parallel histogram algorithm exhibits certain and 
significant differences from the general parallel algorithm approach. The primary parallel 
operations on which this algorithm relies are sorting and parallel compact. Compact itself is 
composed of fundamental building blocks such as predicate and exclusive scan, and all mentioned 
building blocks play a significant role in constructing various parallel algorithms. 

Histograms are one of the most common operations and serve as fundamental building blocks 
for data mining applications and multimedia analysis tasks, including filtering (Porikli 2008), 
classification (Tang et al., 2012), object detection (Palaniappan et al., 2016), visual tracking (Yao 
et al., 2016), etc. The histogram algorithm counts the number of data elements (observations) that 
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fall into predefined categories known as bins. The input data set and the number of categories 
depend on the specific domain or field of use. Here, a scenario is presented with a large number of 

n

bins (-2n n

bins depends on the specific case (input dataset). In our use case for the input dataset, we generate 
random integer numbers. 

The histogram algorithm is implemented in the parallel programming model CUDA 
(Compute Unified Device Architecture) (CUDA Zone, 2024), developed by NVIDIA for its GPUs 
(Graphics Processing Units) intended for general-purpose computing. Modern GPUs are highly 
efficient and powerful processing devices with a massive parallel structure, higher memory 
bandwidth, and processing capability. This enables the implementation of very efficient algorithms 
that can simultaneously process large amounts of data, making them attractive for scientific 
computing applications. The CUDA platform allows direct interaction with GPU resources, 
facilitating the effective utilization of computational power. 

The paper follows this organization: the subsequent section presents a review of work related 
to histogram algorithms. It then explores the general principles of the parallel computing model, 
followed by the presentation of details about the algorithm implementation and a discussion on 
performance evaluation. The paper concludes with a summary. 

 
WORK RELATED TO HISTOGRAM 

In this section, we will briefly discuss work related to histogram algorithms. The 
implementation of the sequential Histogram algorithm is trivial, but an effective parallel GPU 
implementation proves to be quite challenging. Various general parallel approaches exist for 
Histogram computation, and they are closely correlated with factors such as the application field, 
input dataset, number of bins, hardware limitations, etc. 

The simplest approach involves the use of global atomic operations, but resolving collisions 
between threads can be very expensive. Another group of approaches employs different types of 
memory (local and shared), implying a parallel per-thread (local or) sub-histogram, which is then 
reduced (local histograms) into a final histogram (Nugteren et al. 2011; Podlozhnyuk 2007). 
However, this group of approaches has obvious limitations stemming from memory resources and 
results in a small number of histogram bins. 

There is a group of approaches with different structures, each containing one or more parallel 
primitive blocks (or algorithms) with additional operations and functions. The first approach within 
this group (Shams et al. 2010), where they propose a method that involves counting while sorting 
the input data. Another approach, similar to the previous one, borrows elements from the algorithm 
used for computing the weight spectrum of binary linear codes (Pashinska et al. 2020). In this 
approach, the data is first sorted, and then an 'array W' is generated, from which the weight 
spectrum of binary linear codes, essentially a histogram, can be extracted. Another approach 
(Udacity courses, 2024) first involves sorting and then reducing by key. 

  
CUDA PROGRAMING MODEL  

The CUDA programming model, created by NVIDIA for general-purpose computing on 
GPUs (CUDA C Programming Guide 2024), is characterized by several key aspects. At its core is 
the Streaming Multiprocessor (SM), which houses Single-Instruction Multiple-Threads (SIMT) 
cores. These cores execute the same instructions simultaneously but with different data, enabling 
massive parallel processing. GPUs, designed for throughput, can handle thousands of threads 
simultaneously, organized into groups of 32 called "warps." These warps execute in lockstep, with 
execution alternating between active and temporarily inactive warps. 

Threads within warps are organized into blocks, and a thread block may contain up to 1024 
threads. Threads in a block can cooperate through shared memory and synchronize their execution. 
CUDA programmers define functions, known as kernels, which are executed N times in parallel by 
N different CUDA threads. The kernel invocation is specified using the syntax: 
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mykernel<<<BlocksPerGrid, threadsPerBlock>>> (...); The global index (tID) for each thread is 
computed using the formula: tID = threadIdx.x + blockIdx.x * blockDim.x; 

The number of threadsPerBlock and BlocksPerGrid determines the number of threads (a grid 
of threads) executing the kernel. Blocks within the grid and threads within a block are identified 

computation across elements in a domain. 
The GPU memory hierarchy includes global, shared, local, constant, and texture memory. 

Global memory has the largest capacity but the slowest speed. Shared memory is faster and 
accessible by all threads within a block. Each thread has private local memory. 

At the application level, a master process handles tasks like memory operations, kernel 
launches, and result retrieval, optimizing data flow between main memory and GPU global 
memory. 
 
PARALLEL HISTOGRAM ALGORITHM 

In this section, we present the details of the parallel histogram algorithm. The algorithm 
consists of two main parts: first, sorting the input array In and aggregating it into an output 
Structure of Arrays (SoA) that defines the histogram distribution; second, using the parallel 
primitive Compact. The SoA stores data fields in separate arrays, optimizing parallel processing, 
memory access, and bandwidth use. SoA can enhance memory coalescing and cache utilization, 
leading to improved performance in parallel computations. 

The input data is an array of integers representing random integer values 'In' (first row in Fig. 
1) and is in device memory. The output of the parallel computations on the GPU is a SoA with 
SoA.value and SoA.index arrays, shown in sparse vector representation (Fig. 1). This form was 
chosen to minimize data transfer from the GPU to the CPU. Additionally, the Structure of Arrays 
allows for more efficient use of bandwidth compared to Array of Structures and often results in 
better memory coalescing access. From the SoA, the histogram distribution can be extracted, and 
the number N represents the length of the SoA. Algorithm 1 (Fig. 1) outlines the steps for 
calculating the histogram for a given dataset. 

 
Algorithm 1. Calculating Histogram 
Input: Input array In, random integer numbers, with 2n entries 
Output: Array SoA of length N, Histogram H 
// The In  
Step 1. (parallel kernels on GPU) Sorting 
Step 2. (parallel kernels on GPU) Compact 
Step 2.1. (parallel kernels on GPU) Predicate 
Step 2.2. (parallel kernels on GPU) Exclusive Scan 
Step 2.3. (parallel kernels on GPU) Mapping (compact) 
// Transfer N number to CPU memory 
// Transfer SoA array to CPU memory 
Step 3. (process on CPU) Calculating Histogram H 

 
There is no predefined number of bins here. This means that Algorithm 1 compresses the 

output data to occupy only the necessary bins. Below, I will describe in more detail the steps of 
Algorithm 1. 

In the first step, it is necessary to sort an input array (In) with a length of 2n. For sorting the 
input array, the parallel sorting primitive from the Thrust Library (Thrust Library, 2024) is used. 
Thrust is a C++ template library for CUDA based on the Standard Template Library (STL). To use 
the sorting primitive from the Thrust library, device memory dispatching is required (Thrust 
Library 2024). As shown in Figure 1 (second row), the sorting operation is the first one performed. 
A Sort device array is defined and allocated to store the sorted input elements. 
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Figure 1. Parallel Algorithm for computing histogram. 

 
Compaction can be used when there is a large amount of data, and you only want to perform 

some computation on a subset of that data. Compaction represents a predicate function that 
removes elements returning false and 'squeezes' the data into the 'required space'. The fundamental 
building subroutines for compaction involve defining a predicate function and performing an 
Exclusive Scan. 

The Predicate sub-step aids in generating the SoA array from the array containing the sorted 
input dataset. A Predicate is a function that takes one element as an input parameter and returns 
either true or false. To define the predicate, the sorted input array is examined by activating 2n 
threads. Each thread compares the data from the sorted array at positions tID and tID + 1. If the 
two elements are different, the thread at tID sets the value to 1 in the Predicate array (device-
allocated) at position Predicate[tID] (Fig. 1). The last thread does not make any comparisons, as 
the predicate value determines the number N, which is used to define the length of the SoA array. 

A simple and commonly used parallel primitive building block is the all-prefix-sums (scan) 
operation. Prefix sums are trivial to compute in sequential models of computation, using the 
formula yi = y  + xi (for an array of n elements [x0, x1, ..., x ]) to compute each output value in 
sequential order. Despite their ease of computation, prefix sums provide solutions for a set of tasks 
that seem challenging for parallel implementation. This operation is a useful primitive and is 
employed as a subroutine in other parallel algorithms, such as sorting, string comparison, lexical 
analysis, stream compaction, polynomial evaluation, histograms, etc. 

The scan operation may be either inclusive or exclusive. In the exclusive scan, each element j 
of the result is the sum of all elements up to but not including j from the input array. In an inclusive 
scan, all elements including j are summed. As shown in Figure 1, the exclusive scan is the main 
building block of our parallel compact primitive. For the exclusive scan, the input is the Predicate 
array, and the result of this operation is stored in another device memory array (Scan). Here, the 
'Scan-Scan-Add' approach is used, and there is room for improvement if the 'Reduce-then-Scan' 
approach is employed (Harris 2010). 

The final step computed by the GPU is the mapping (compact) operation, which generates the 
Structure of Arrays (SoA) from the array (Sort) containing the sorted input dataset, the array 
(Predicate) containing the predicate, and the array (Scan) containing the prefix sums elements of 
the Predicate array. As mentioned, the SoA contains SoA.value, which correlates with the Sort 
array, and SoA.index, which correlates with Scan (Fig. 1). The Predicate array plays the main role 
during the mapping process. Each thread evaluates the predicate and copies only if it is true. In 
other words, each thread evaluates the predicate at positions tID (Predicate[tID]), and if it is set to 
1, it performs the mapping between the arrays Sort and Scan to the Structure of Arrays (SoA). This 
squeezing of the output data optimizes the data transfer from GPU global memory to CPU 
memory. 

Before performing the last step (Step 3 in Algorithm 1), it is first necessary to transfer the 
data (SoA) from GPU global memory to CPU memory. This step of the algorithm computes the 
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histogram distribution H. The master process initially copies the value N, which defines the length 
of the SoA array. Following that, the master process copies the SoA array from GPU global 
memory to CPU memory. Extracting the histogram from the SoA is followed by the calculation of 
the SoA array using Algorithm 2. 

 
Algorithm 2. Calculating histogram H(i) 
Input: Array SoA 
Output: Histogram H(i) 
    
    
       H(i).value[t] = SoA.value[t]; 
        
        

 
The variable H(i) also represents a Structure of Arrays with H(i).value array and H(i).number 

array. The H(i).value array stores the input values 'i,' and the H(i).number array stores the number 
of input values with the value 'i.' The variable 'temp' is used to save the SoA.index[t], and to this, 1 
is added for the previous 't.' This variable 'temp' is then utilized to calculate the number of input 
values. 

Exploring the implementation of the parallel histogram algorithm helps readers understand 
fundamental principles of parallel programming. It relies on sorting and parallel compaction 
operations, utilizing key building blocks such as predicate and exclusive scan, which are crucial for 
various algorithms. 

 
DISCUSSION ABOUT PERFORMANCE EVALUATION 

Performance evaluation on GPUs involves benchmarking, profiling, and algorithm analysis, 
comparing speedup against sequential implementations. This includes optimizing memory access 
patterns, reducing data transfer overhead, and tuning kernel configurations. Comparative studies 
with sequential (CPU) histogram algorithm implementations help justify GPU adoption, while 
scalability analysis and energy efficiency considerations are crucial for optimizing GPU-
accelerated solutions. The sequential algorithm is implemented in C++. The computer hardware 
that was used is shown in Table 1. 

 
Table 1. Computer hardware description. 

Hardware Specifications 

CPU i7-12700F, 2.10 GHz 

Memory 32GB DDR4 4400 MHz 

GPU GeForce RTX 3060 Ti 

OS Windows 11, 64-bit 

IDE/ Compiler MS Visual Studio 2019 

CUDA SDK 12.1 

GPU Driver V 555.85 

 
The CUDA programming model yields better computational performance with larger 

datasets. Our experimental evaluation is performed on randomly generated integer datasets. 
Random dataset values were generated and used as input for the Histogram Algorithm. To measure 
the execution time, timers are strategically placed at suitable positions. The input dataset consists 
of randomly generated integer arrays with 2n entries (n = 10, 12, 14, 16, 18, 20). The generated 
dataset is already stored in global memory, and the execution time includes Algorithm 1 parallel 
kernel computation. The time spent on Algorithm 2 is insignificant. 
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Considering the possible number of bins ( n ) and the different scenarios examined, 
the GPU execution time remains roughly the same regardless of the number of bins. The scenario 
with 2n/4 bins is presented in Table 2. 

The main criterion for performance validation is the acceleration of parallel versus sequential 
implementation, defined as speedup by the formula: 

(1, )

( )

n
P

p n

T
S

T
 

where n is the size of the input data, T(1,n) is the execution time of the sequential algorithm, 
and Tp(n) is the execution time of the parallel algorithm. The speedup of the parallel algorithm is 
shown in the 'Speed up' column. In the following experiments, GPU time includes both 
computation and data transfer between device global memory and main memory. Since the purpose 
of this algorithm is to find the histogram of pre-generated data, the transfer time between main 
memory and global memory is not considered. 

 
Table 2. Experimental evaluation of CPU versus GPU  

size CPU (ms) GPU (ms) Speed up: CPU vs. GPU #bins 

210 0.002 0.034 / 210/4 = 256 

212 0.016 0.038 / 212/4 = 1024 

214 0.039 0.105 / 214/4 = 4096 

216 0.380 0.226 1.68x 216/4 = 16384 

218 0.712 0.259 2.74x 218/4 = 65536 

220 1.666 0.575 2.89x 220/4 = 262144 

 
The implemented parallel histogram is not optimal and can be improved, stemming from the 

use of basic parallel primitives, resulting in a deterioration of overall performance directly related 
to synchronization issues. Additionally, the number of threads per block and the memory pattern 
employed influence and contribute to the slowdown in execution time. Conversely, from an 
educational standpoint, our intention was to delve into the details and enhance readers' 
understanding of the CUDA parallel programming model by implementing the histogram using a 
few parallel primitives. 
 
CONCLUSIONS  

Here, we introduce a histogram algorithm constructed with widely recognized parallel 
primitives, with a primary emphasis on educational purposes. It provides detailed insights into the 
fundamental principles of parallel programming. The discussion on performance evaluation 
emphasizes the importance of enhancing performance compared to sequential implementations. 
Further optimization can be achieved by combining and adjusting certain sub-steps, leading to 
increased efficiency and better performance.  
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