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#### Abstract

In this paper, a class of second-order linear differential equations is reviewed. For this class of B.S.Popov necessary and sufficient condition for reductable according to Frobenius is obtained. By using another method, the same condition is obtained where the existence of the natural number $n$ is replaced by the existence of an integer $n$. For the same class of second-order linear differential equations, the case for reductable according to Frobenius which is independent from an exist of a number $n$ is reviewed. In both cases, formulas of one particular solution and transformation to a system of firstorder differential equations are obtained. In end, this theory is supported by examples.


## 1. Introduction

In [1] a class of second-order linear differential equations

$$
\begin{equation*}
\ddot{z}+\left(\alpha e^{t}+\beta\right) \dot{z}+\left(A_{1} e^{2 t}+B_{1} e^{t}+C_{1}\right) z=0, \quad \alpha, \beta, A_{1}, B_{1}, C_{1} \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

is reviewed.
For the equation (1.1), the following necessary and sufficient condition for reductable according to Frobenius is obtained by the method of Mitrinovic.

The equation (1.1) is reductable according to Frobenius if and only if there exists a natural number $n$ that satisfies the condition

$$
\begin{equation*}
\alpha \beta-2 B_{1}+\alpha=\mp \sqrt{\alpha^{2}-4 A_{1}}\left[2 n+1-\sqrt{\beta^{2}-4 C_{1}}\right] \tag{1.2}
\end{equation*}
$$

In this paper for this class of second-order linear differential equations using another method the same condition is obtained by what the existence of a natural number n is replaced by the existence of an integer n . This is the coverage of a larger class of differential equations. For the same class of second-order linear differential equations, the case for reductable according to Frobenius which is

[^0]independent from an exist of a number n is reviewed. In both cases, formulas of one particular solution and transformation to a system of first-order differential equations are obtained.

In the mathematical literature [2, 3, 4], the following theorems and a definition that are known are:
Theorem 1. Let the differential equation

$$
\begin{equation*}
\left(A x^{2}+B x+C\right) y^{\prime \prime}+(D x+E) y^{\prime}+F y=0, \quad A, B, C, D, E, F \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

is given. The differential equation (1.3) is integrable if there exists an integer $n \in Z$ (the smallest number after absolute value if there are such numbers) that satisfies the condition

$$
\begin{equation*}
n(n-1) A+n D+F=0 \tag{1.4}
\end{equation*}
$$

In doing so, the differential equation (1.3) has a particular solution which is given by the formula
$y_{p}=P_{n}(x)=\left(A x^{2}+B x+C\right) e^{-\int \frac{(D x+E)}{\left(A x^{2}+B x+C\right)} d x}\left[\left(A x^{2}+B x+C\right)^{n-1} e^{\int \frac{(D x+E)}{\left(A x^{2}+B x+C\right)} d x}\right]^{(n)}$
if $n \in \mathbb{N}$ (a polynomial solution). But, if $n \in \mathbb{Z}^{-}, k=-(n+1) \in \mathbb{N}$ then a particular solution will be given by the formula

$$
\begin{equation*}
y_{p}(x)=\left[\left(A x^{2}+B x+C\right)^{k+1} e^{-\int \frac{(D x+E)}{\left(A x^{2}+B x+C\right)} d x}\right]^{(k)} \tag{1.6}
\end{equation*}
$$

It is well known that if a second-order linear homogeneous differential equation is integrable then it is also reductable according to Frobenius.
Theorem 2. Let the differential equation

$$
\begin{equation*}
P(x) y^{\prime \prime}+Q(x) y^{\prime}+R(x)=0 \tag{1.7}
\end{equation*}
$$

is given. Let the equation (1.7) has a particular solution $F(x)$. Then the equation (1.7) is reductable according to Frobenius and the equation (1.7) is transformed to the system of first-order differential equations

$$
\begin{align*}
F(x) y^{\prime}-F^{\prime}(x) y & =z \\
P(x) z^{\prime}+Q(x) z & =0 \tag{1.8}
\end{align*}
$$

Definition 1. (Frobenius): A linear homogeneous differential equation whose coefficients are unambiguous functions is called more predictable according to Frobenius if there is no common solution with a linear homogeneous differential equation with coefficients unambiguous lower order functions. Otherwise it is called reductable according to Frobenius.

This theory is supported by other mathematical papers such as [5, 6, 7.

## 2. Extending of the class of differential equations

For the differential equation (1.1) there exists a natural number $n$, which satisfies the condition $\sqrt[1.2]{ }$. For the same differential equation $(1.1)$, we replace the existence of the natural number $n$ with the existence of an integer $n$ with the following Theorem 3 .

Theorem 3. The differential equation

$$
\begin{equation*}
\ddot{z}+\left(\alpha e^{t}+\beta\right) \dot{z}+\left(A_{1} e^{2 t}+B_{1} e^{t}+C_{1}\right) z=0, \quad \alpha, \beta, A_{1}, B_{1}, C_{1} \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

is integrable if exist $n \in Z$ which satisfies the condition

$$
\begin{equation*}
2 B_{1}-\alpha \beta-\alpha+(2 n+1)\left[ \pm \sqrt{\alpha^{2}-4 A_{1}}\right]+\left[ \pm \sqrt{\alpha^{2}-4 A_{1}}\right]\left[ \pm \sqrt{\beta^{2}-4 C_{1}}\right]=0 \tag{2.2}
\end{equation*}
$$

Proof. Let us consider the differential equation

$$
\begin{equation*}
x y^{\prime \prime}+(D x+E) y^{\prime}+F y=0, \quad D, E, F \in \mathbb{R} \tag{2.3}
\end{equation*}
$$

where

$$
y=y(x), \quad y^{\prime}=\frac{d y}{d x}, \quad y^{\prime \prime}=\frac{d^{2} y}{d x^{2}}
$$

By the substitution

$$
\begin{equation*}
x=e^{t} \tag{2.4}
\end{equation*}
$$

the differential equation (2.1) is transformed in the differential equation

$$
\begin{equation*}
\ddot{y}+\left[D e^{t}+E-1\right] \dot{y}+F e^{t} y=0 \tag{2.5}
\end{equation*}
$$

where

$$
y=y(x), \quad \dot{y}=\frac{d y}{d t}, \quad \ddot{y}=\frac{d^{2} y}{d t^{2}}
$$

By the substitution

$$
\begin{equation*}
y(t)=e^{\int\left(r e^{t}+s\right) d t} z(t), \quad r, s \in \mathbb{R} \tag{2.6}
\end{equation*}
$$

the differential equation 2.5 is transformed in the differential equation
$\ddot{z}+\left[(2 r+D) e^{t}+2 s+E-1\right] \dot{z}+\left[\left(r^{2}+r D\right) e^{2 t}+(2 r s+r E+s D+F) e^{t}+s^{2}+s E-s\right] z=0$
where

$$
\begin{equation*}
z=z(x), \quad \dot{z}=\frac{d z}{d t}, \quad \ddot{z}=\frac{d^{2} z}{d t^{2}} \tag{2.7}
\end{equation*}
$$

The equation (2.1) is equal of the equation 2.7 if the following relations

$$
\begin{array}{r}
2 r+D=\alpha \\
2 s+E-1=\beta \\
r^{2}+r D=A_{1}  \tag{2.8}\\
2 r s+r E+s D+F=B_{1} \\
s^{2}+s E-s=C_{1}
\end{array}
$$

are satisfied.

From the relations (2.8), the relations

$$
\begin{align*}
D & = \pm \sqrt{\alpha^{2}-4 A_{1}}, \quad E=1 \pm \sqrt{\beta^{2}-4 C_{1}} \\
r & =-\frac{1}{2}\left(-\alpha \pm \sqrt{\alpha^{2}-4 A_{1}}\right), \quad s=-\frac{1}{2}\left(-\beta \pm \sqrt{\beta^{2}-4 C_{1}}\right)  \tag{2.9}\\
F & =\frac{1}{2}\left[2 B_{1}-\alpha-\alpha \beta+\left[ \pm \sqrt{\alpha^{2}-4 A_{1}}\right]+\left[ \pm \sqrt{\alpha^{2}-4 A_{1}}\right]\left[ \pm \sqrt{\beta^{2}-4 C_{1}}\right]\right]
\end{align*}
$$

are obtained.
By using the Theorem 1 the equation 2.3 is integrable if there exists an integer $n \in \mathbb{Z}$ that satisfies the condition

$$
\begin{equation*}
n D+F=0 \tag{2.10}
\end{equation*}
$$

By using the relations 2.9 in the condition $(2.10$ is obtained the relation 2.2$)$.

Remark 1: In connections $(2.9)$ the sign before the roots is equal to the sign before the roots the condition (2.2).

By the existence of an integer $n$, which satisfies the condition 2.10 of Theorem 1. we have made an extension of the class of differential equations (2.1). This covers a larger number of differential equations that the differential equations given in [1].

On particular integral can be computed for the class of differential equations (2.1). The formulas for calculating the particular integral are given by the following Theorem 4

Theorem 4. Let the differential equation (2.1) is given. Let the condition (2.2) is satisfied. Then one the particular solution is given by the formula

$$
\begin{equation*}
z_{p}(t)=e^{-\int\left(r e^{t}+s\right) d t} y_{p}\left(e^{t}\right) \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{p}(x)=P_{n}(x)=x^{1-E} e^{-D x}\left[x^{n-1+E} e^{D x}\right]^{(n)} \tag{2.12}
\end{equation*}
$$

if $n \in \mathbb{N}$,
or

$$
\begin{equation*}
y_{p}(x)=\left[x^{k+1-E} e^{-D x}\right]^{(k)} \tag{2.13}
\end{equation*}
$$

if $n \in \mathbb{Z}^{-}, k=-(n+1) \in \mathbb{N}$.
By using the formulas (2.9) according to the Remark 1, the coefficients r, $s, D, E$ are given.

Proof. By using the formulas (1.5) and (1.6) from Theorem 1 in the equation (2.3), the formulas 2.12 and 2.13$)$ are obtained. Finally, by using the substitutions (2.4) and (2.6), the formula (2.11) is obtained.

The differential equation (2.1) can be transformed in the system of differential equations. This is given by Theorem 5.

Theorem 5. Let the differential equation (2.1) is given. Let the condition (2.2) is satisfied. Then the equation (2.1) is reductable and the equation (2.1) is transformed to the system of first-order differential equation

$$
\begin{gather*}
z_{p}(t) z^{\prime}-z_{p}^{\prime}(t) z=w \\
w^{\prime}+\left(\alpha e^{t}+\beta\right) w=0 \tag{2.14}
\end{gather*}
$$

where $z_{p}(t)$ is a particular solution of the differential equation (2.1.).
Proof. By using of Theorem 2 the differential equation 2.1 is reductable and the differential equation 2.1 is transformed to the system 2.14.

Next, the case for reductable according to Frobenius of the differential equation (2.1), which is independent from an exist of a number n is reviewed. The proving procedure in this case is the same as in the case where reductable according to Frobenius of the differential equation (2.1) depends on the existence of $n$ given by the previous Theorem 3. Theorem 4 and Theorem 5. For this case we have the following Lemma 1 .
Lemma 1. The differential equation (2.1) is reductable according to Frobenius if the conditions

$$
\begin{array}{r}
\alpha^{2}-4 A_{1}=0 \\
2 B_{1}-\alpha \beta-\alpha=0 \tag{2.15}
\end{array}
$$

are satisfied.
By the formula

$$
\begin{equation*}
z_{p}(t)=e^{-\int\left(r e^{t}+s\right) d t} \tag{2.16}
\end{equation*}
$$

a particular solution is given.
The differential equation (2.1) is transformed to the system of first-order differential equation (2.14) where

$$
r=\frac{\alpha}{2}, \quad s=\frac{1}{2}\left(\beta \pm \sqrt{\beta^{2}-4 C_{1}}\right)
$$

Proof. Let us consider the differential equation

$$
\begin{equation*}
x y^{\prime \prime}+E y^{\prime}=0 \tag{2.17}
\end{equation*}
$$

where

$$
y=y(x), \quad y^{\prime}=\frac{d y}{d x}, \quad y^{\prime \prime}=\frac{d^{2} y}{d x^{2}}
$$

By the substitution (2.4), the differential equation (2.1) can be writen as

$$
\ddot{y}+[E-1] \dot{y}=0
$$

where

$$
y=y(t), \quad \dot{y}=\frac{d y}{d t}, \quad \ddot{y}=\frac{d^{2} y}{d t^{2}}
$$

By the subsitution (2.6), this differential equation is transformed in the differential equation

$$
\begin{equation*}
\ddot{z}+\left[2 r e^{t}+2 s+E-1\right] \dot{z}+\left[r^{2} e^{2 t}+(2 r s+r E) e^{t}+s^{2}+s E-s\right] z=0 \tag{2.18}
\end{equation*}
$$

where

$$
z=z(t), \quad \dot{z}=\frac{d z}{d t}, \quad \ddot{z}=\frac{d^{2} z}{d t^{2}}
$$

The equation (2.1) is equal of the equation 2.18 if the following relations

$$
\begin{array}{r}
2 r=\alpha \\
2 s+E-1=\beta \\
r^{2}=A_{1} \\
2 r s+r E=B_{1} \\
s^{2}+s E-s=C_{1}
\end{array}
$$

are satisfied.
From these relations, the formulas

$$
E=1 \mp \sqrt{\beta^{2}-4 C_{1}}, \quad r=\frac{\alpha}{2}, \quad s=\frac{1}{2}\left(\beta \pm \sqrt{\beta^{2}-4 C_{1}}\right)
$$

and the conditions (2.15) are obtained.
The differential equation (2.17) has a particular solution $y=K$ ( $K$ is a constant). By the substitution $(2.6)$, the formula $(2.16$ is obtained. By applied of Theorem 2 the differential equation (2.1) is transformed to the system of first-order differential equation 2.14.

## 3. Examples of the differential equations

In this section, we will give examples of differential equations belonging to the extended class of differential equations from Theorem 3. Using Theorem 4, we will compute a particular integral for a given differential equation.

Example 1. Let the differential equation

$$
\begin{equation*}
\ddot{z}+\left(3 e^{t}-2\right) \dot{z}+\left(2 e^{2 t}+1\right) z=0 \tag{3.1}
\end{equation*}
$$

is given.
A differential equation (3.1) satisfies the condition (2.2) for $n=-2$. By using the formulas (2.9) according the Remark 1 the coefficients $r=1, s=-1, D=1, E=1$ are obtained. According to the formula $\sqrt{2.13}$ for $k=1$, the formula

$$
y_{p}(x)=e^{-x}(1-x)
$$

is obtained.
But, by the formula (2.11), the particular solution of the differential equation (3.1)

$$
\begin{equation*}
z_{p}(x)=e^{-2 e^{t}}\left(e^{t}-e^{2 t}\right) \tag{3.2}
\end{equation*}
$$

is obtained.
By using the Theorem 5 the differential equation (3.1) can transform to the following system of first-order differential equation

$$
\begin{gathered}
z_{p}(t) z^{\prime}-z_{p}^{\prime}(t) z=w \\
w^{\prime}+\left(3 e^{t}-2\right) w=0
\end{gathered}
$$

where $z_{p}(t)$ is a particular solution which is given by the formula 3.2 .

Example 2. Let the differential equation

$$
\begin{equation*}
\ddot{z}-\left(5 e^{t}+5\right) \dot{z}+\left(4 e^{2 t}+e^{t}+4\right) z=0 \tag{3.3}
\end{equation*}
$$

is given.
A differential equation (3.3) satisfies the condition (2.2) for $n=-2$. By using the formulas 2.9, according the Remark 1 the coefficients $r=-1, s=-1, \quad D=-3$, $E=-2$ are obtained. According to the formula 2.13 for $k=1$, the formula

$$
y_{p}(x)=x^{3} e^{3 x}(4+3 x)
$$

is obtained.
But, by the formula (2.11), the particular solution of the differential equation (3.3)

$$
\begin{equation*}
z_{p}(x)=e^{4 e^{t}}\left(4 e^{4 t}+3 e^{5 t}\right) \tag{3.4}
\end{equation*}
$$

is obtained.
By using the Theorem 5 the differential equation (3.3) can transform to the following system of first-order differential equation

$$
\begin{aligned}
& z_{p}(t) z^{\prime}-z_{p}^{\prime}(t) z=w \\
& w^{\prime}-\left(5 e^{t}+5\right) w=0
\end{aligned}
$$

where $z_{p}(t)$ is a particular solution which is given by the formula (3.4).
Example 3. Let the differential equation

$$
\begin{equation*}
\ddot{z}+\left(-e^{t}+2\right) \dot{z}+2 e^{t} z=0 \tag{3.5}
\end{equation*}
$$

is given.
A differential equation (3.5) satisfies the condition (2.2) for $n=-3$. By using the formulas (2.9) according to Remark 1 the coefficients $r=-1, s=2, D=1$, $E=-1$ are obtained. According to the formula (2.13) for $k=2$, the formula

$$
y_{p}(x)=e^{-x}\left(x^{4}-8 x^{3}+12 x^{2}\right)
$$

is obtained.
But, by the formula 2.11 , the particular solution of the differential equation (3.5)

$$
\begin{equation*}
z_{p}(x)=e^{2 t}-8 e^{t}+12 \tag{3.6}
\end{equation*}
$$

is obtained.
By using the Theorem 5 the differential equation (3.5 can transform to the following system of first-order differential equation

$$
\begin{gathered}
z_{p}(t) z^{\prime}-z_{p}^{\prime}(t) z=w \\
w^{\prime}+\left(-e^{t}+2\right) w=0
\end{gathered}
$$

where $z_{p}(t)$ is a particular solution which is given by the formula (3.6).
Next examples will be solved with applied of Lemma 1 .
Example 4. Let the differential equation

$$
\begin{equation*}
\ddot{z}+\left(2 e^{t}+1\right) \dot{z}+\left(e^{2 t}+2 e^{t}-2\right) z=0 \tag{3.7}
\end{equation*}
$$

is given.

A differential equation (3.7) satisfies the condition (2.15 from the Lemma 1 , By using the formula (2.16), a particular solution of the differential equation (3.7)

$$
z_{p}(x)=e^{-e^{t}} e^{t}
$$

is obtained. The differential equation (3.7) can transform to the following system of first-order differential equation

$$
\begin{aligned}
& z_{p}(t) z^{\prime}-z_{p}^{\prime}(t) z=w \\
& w^{\prime}+\left(2 e^{t}+1\right) w=0
\end{aligned}
$$

according to 2.14 .
Example 5. Let the differential equation

$$
\begin{equation*}
\ddot{z}+\left(2 e^{t}+2\right) \dot{z}+\left(e^{2 t}+3 e^{t}+1\right) z=0 \tag{3.8}
\end{equation*}
$$

is given.
A differential equation (3.8) satisfies the condition 2.15 from the Lemma 1 By using the formula (2.16), a particular solution of the differential equation (3.7)

$$
z_{p}(x)=e^{-e^{t}} e^{-t}
$$

is obtained. The differential equation (3.8) can transform to the following system of first-order differential equation

$$
\begin{gathered}
z_{p}(t) z^{\prime}-z_{p}^{\prime}(t) z=w \\
w^{\prime}+\left(2 e^{t}+2\right) w=0
\end{gathered}
$$

according to 2.15 .
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