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#### Abstract

Interpolation is one of the most basic and most useful numerical techniques. It constitutes an irreplaceable tool during work with tabular or graphical functions. The Newton's backward interpolation is one of most important numerical techniques which have huge application in mathematics, computer science and technical science. This paper provides an analytical description of Newton's backward interpolation and how Wolfram Mathematica software can be used to solve the problems from Newton's backward interpolation.
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## I. INTRODUCTION

Interpolation is a very important and very useful technique in numerical analysis. If a function whose analytic form is either completely unknown or inconvenient for calculation, then it is desirable to replace it with another function, convenient and simple to calculate, and "close enough" to the given. That operation of replacing one function to another, simpler, is the main task of interpolation [2].

To construct a polynomial of interpolation, there are many techniques, including linear interpolation, Lagrange's interpolation formula, Divided differences, Spline interpolating, Newton's forward and backward interpolation, Stirling interpolation, Bessel's interpolation etc. [3].

This paper describes the analytic form of solving problems with Newton's backward interpolation formula and solving the same problem with use of Wolfram Mathematica software. We decided to use this method because it is simpler to evaluate and we can write code in Wolfram Mathematica and other software to determine the required value, unlike some other methods that are appropriate only in theoretical studies. This paper is organized as follows. Section 2 provides an analytical description of Newton's backward interpolation formula. Section 3 provides an application of this interpolation and how it can be solved with Wolfram Mathematica. Finally, Section 4 concludes the paper and provides future work directions.

## II. NEWTON'S BACKWARD INTERPOLATION FORMULA

Let be given the points $x_{0}, x_{1}, x_{2}, \ldots, x_{n}$ and the function $f$ on $\left[x_{0}, x_{n}\right]$.
Suppose now that the points $x_{0}, x_{1}, x_{2}, \ldots, x_{n}$ are equidistant, i.e., $x_{i+1}-x_{i}=t$ for $i=0,1,2, \ldots, n-1$.
Definition 1: The finite first order backward difference for the function $f$ in relation to $x$ (or $x_{i}$ ) is called the expression

$$
\begin{aligned}
& \nabla f(x)=f(x)-f(x-t) \text { or } \\
& \nabla f\left(x_{i}\right)=f\left(x_{i}\right)-f\left(x_{i-1}\right)
\end{aligned}
$$

and the $k^{\text {th }}$ order backward difference is defined as

$$
\begin{aligned}
& \nabla^{k} f(x)=\nabla\left(\nabla^{k-1} f(x)\right) \text { or } \\
& \nabla^{k} f\left(x_{i}\right)=\nabla\left(\nabla^{k-1} f\left(x_{i}\right)\right) .
\end{aligned}
$$

These differences are often presented in a tabular format as in Table 1.

| $x_{i}$ | $f\left(x_{i}\right)$ | $\nabla f\left(x_{i}\right)$ | $\nabla^{2} f\left(x_{i}\right)$ | $\ldots$ | $\nabla^{n} f\left(x_{i}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x_{0}$ | $f\left(x_{0}\right)$ |  |  |  |  |
| $x_{1}$ | $f\left(x_{1}\right)$ | $\nabla f\left(x_{1}\right)$ |  |  |  |
| $\vdots$ | $\vdots$ | $\vdots$ |  |  |  |
| $x_{n-1}$ | $f\left(x_{n-1}\right)$ | $\nabla f\left(x_{n-1}\right)$ | $\nabla^{2} f\left(x_{n-1}\right)$ |  |  |
| $x_{n}$ | $f\left(x_{n}\right)$ | $\nabla f\left(x_{n}\right)$ | $\nabla^{2} f\left(x_{n}\right)$ | $\ldots$ | $\nabla^{n} f\left(x_{n}\right)$ |

Table 1 The finite backward difference [1]

Newton's backward interpolation formula for interpolation is obtained from the Definition given above.
For $s=\frac{x_{p}-x_{n}}{t}$ we get the polynomial:

$$
P_{n}\left(x_{p}\right)=f\left(x_{n}\right)+\nabla f\left(x_{n}\right) s+\nabla^{2} f\left(x_{n}\right) \frac{s(s+1)}{2!}+\ldots+\nabla^{n} f\left(x_{n}\right) \frac{s(s+1) \ldots(s+n-1)}{n!}
$$

This formula is useful when the value of $f$ is required at point $x_{p}$ near the end of the segment.

The error in this case is
$E_{n}(x)=t^{n+1} s(s+1) \ldots(s+n) \frac{f^{(n+1)}(\xi)}{(n+1)!} \approx s(s+1) \ldots(s+n) \frac{\nabla^{n+1} f\left(x_{n}\right)}{(n+1)!}$

## III. APPLICATION OF NEWTON'S BACKWARD INTERPOLATION

Now let's apply the Newton's backward difference by analytically solving a concrete example to find the number of graduated students in 2017 in the Republic of North Macedonia. The available data for the number of graduated students for different years from 2012 to 2018 at higher school and faculties - first cycle of studies (undergraduate studies) is taken from the State Statistical Office. This data is given in Table 2.

| Year $\left(x_{i}\right)$ | Number of graduated students $\left(f\left(x_{i}\right)\right)$ |
| :---: | :---: |
| 2012 | 10392 |
| 2014 | 9863 |
| 2016 | 8247 |
| 2018 | 7698 |

Table 2 Number of graduated students at higher schools and faculties - first cycle of studies [5]

## Solution of the Problem:

First, it is necessary to create the backward difference table. This is given in Table 3.

|  | $x_{i}$ |  | $f\left(x_{i}\right)$ | $\nabla f\left(x_{i}\right)$ | $\nabla^{2} f\left(x_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 12 | 20 | 1039 |  |  | $\nabla^{3} f\left(x_{i}\right)$ |
| 14 | 20 |  |  |  |  |
| 16 | 20 | 8863 | -529 |  |  |
| 18 | 20 | 7247 | -1616 | -1087 |  |

Table 3 Backward difference table for the concrete problem
Next, for $t=2$, and for $x=2017$, for $s$ the following value is obtained:
$s=\frac{2017-2018}{2}=-0.5$.
From Table 3 and Newton's backward formula, we get

$$
\begin{aligned}
& P_{3}(2017)=f\left(x_{3}\right)+\nabla f\left(x_{3}\right) s+\nabla^{2} f\left(x_{3}\right) \frac{s(s+1)}{2!}+\nabla^{3} f\left(x_{3}\right) \frac{s(s+1)(s+2)}{3!} \\
& P_{3}(2017)=7698+(-549)(-0.5)+1067 \frac{(-0.5)(-0.5+1)}{2!}+2154 \frac{(-0.5)(-0.5+1)(-0.5+2)}{3!} \\
& P_{3}(2017)=7698+274.5-133.375-134.625 \\
& P_{3}(2017)=7704.5
\end{aligned}
$$

The error will be

$$
\begin{aligned}
& E_{3}(x)=s(s+1)(s+2) \frac{\nabla^{3} f\left(x_{3}\right)}{3!} \\
& E_{3}(x)=(-0.5)(-0.5+1)(-0.5+2) \frac{2154}{3!}=-134.625 \\
& E_{3}(x)=-134.625
\end{aligned}
$$

Next is given a code in Wolfram Mathematica for Newton's backward interpolation to calculate the number of graduated students in 2017, which is given in Figure 1. The code is written and adapted according to the definitions used in this paper.
$\ln [54]:=$ Print ["The Backward Difference table is"];
$\operatorname{Print}\left[\right.$ TableForm $\left[\left(\begin{array}{ccccc}0 & x_{\theta} & f\left[x_{0}\right] & " " & " " \\ 1 & x_{1} & f\left[x_{1}\right] & \nabla f\left[x_{1}\right] & " " \\ 2 & x_{2} & f\left[x_{2}\right] & \nabla f\left[x_{2}\right] & \nabla \nabla f\left[x_{2}\right] \\ 3 & x_{3} & f\left[x_{3}\right] & \nabla f\left[x_{3}\right] & \nabla \nabla f\left[x_{3}\right]\end{array} \begin{array}{l} \\ \nabla \nabla \nabla f\left[x_{3}\right]\end{array}\right)\right.$, TableHeadings $\rightarrow\left\{\right.$ None, $\left.\left.\left.\left\{" i ", " x_{1} "\right\}\right\}\right]\right]$;
The Backward Difference table is

| i | $\mathrm{x}_{1}$ |  |
| :--- | :--- | :--- |
| 0 | 2012 | 10392 |

    \(1 \begin{array}{llll}1 & 2014 & 9863 & -529\end{array}\)
    \(\begin{array}{lllll}2 & 2016 & 8247 & -1616 & -1087\end{array}\)
    \(\begin{array}{llllll}3 & 2018 & 7698 & -549 & 1067 & 2154\end{array}\)
    $\ln [65]:=f\left[x_{3}\right]+\nabla f\left[x_{3}\right] \times q+\nabla \nabla f\left[x_{3}\right] \times \frac{q \times(q+1)}{2!}+\nabla \nabla \nabla f\left[x_{3}\right] \times \frac{q \times(q+1) \times(q+2)}{3!} ;$
$\ln [88]:=\operatorname{Print}\left[" P_{3}[2017]=", f\left[x_{3}\right]+\nabla f\left[x_{3}\right] \times q+\nabla \nabla f\left[x_{3}\right] \times \frac{q \times(q+1)}{2!}+\nabla \nabla \nabla f\left[x_{3}\right] \times \frac{q \times(q+1) \times(q+2)}{3!}\right]$
15409
$P_{3}[2017]=\frac{}{2}$
$\ln [61]:=q \times(q+1) \times(q+2) \times \frac{\nabla \nabla \nabla f\left[x_{3}\right]}{3!} ;$
$\ln [62]:=\operatorname{Print}\left[" E_{3}[x]=", q \times(q+1) \times(q+2) \times \frac{\nabla \nabla \nabla f\left[x_{3}\right]}{3!}\right]$
1077
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Fig. 1 Wolfram Mathematica code for Newton's backward interpolation formula

## IV. CONCLUSIONS

From the above calculations and the outputs of the code, the same values for the table, error and for the polynomial are obtained. However, the main advantage of using Wolfram Mathematica is that the it calculates much more quickly and much more correctly both, the backward difference table and Newton's backward interpolation polynomial. This code is convenient and easy to use. Also, it can be used code generated in other software such as MATLAB, Maple, etc.
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