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Abstract

Perfectly structured SMEs can contribute signififato employment generation, wealth creation, ptyvelleviation and
sustainable economic growth and development. Shlisof access to effective source of finance reenhidentified as
one of the major quagmire hindering their contiitig to economic growth. On this premise, this passesses specific
financing options available to SMEs in Nigeria amhtribution to economic growth. The paper usesmgary sources of
data which were generated from the publicationsCehtral Bank of Nigeria (CBN) statistical Bulleteand World
Development Indicators (WDI). Asymmetric Ordinargdst Square (AOLS) estimation technique is emp logatetermine
the effect of SMEs financing on economic growthNigeria. The analysis of the results suggested tirate is an
insignificant direct and indirect relationship beem both positive and negative component of SMRanéiing and
Economic growth in Nigeria, this can be adducegdticy inconsistencies in SMEs financing. The pageommended that
strenuous effort should be made by the governmgmiabing access to SMEs finance via subsidizedestteate in order

enhance economic growth and development.

Keywords: Small & Medium Scale Enterprises, Financing OptjoAsymmetric Ordinary Least Square and Economic
Growth

1.0 Introduction

The diverse role of small and medium enterpris®é4HS in third world countries as catalyst throughiah the
growth objectives can be achieved has long beemumdested. SMEs are pertinent agent of economic
transformation as they account for more than 5@qmrof GDP of developing economies. They are main
source of modernization and technological develogmsource of supply of both human capital and raw
materials to larger businesses and main sourcentkpeeneurship and enterprise (Sanusi, 2003) and
(PECC,2003). SMEs as a form of business sectorkamavn as an essential component of economic
development and animperativeingredient in the @tenofpoverty in an economy (Wolfenson, 2001).

There is a rapid growth in the number of privatelyned small and medium-sized companies worldwide;
however, this category of business is beleagueselgral issues that hinder their growth. A key leimgle for

most SMEs is the problem of financing. Accordingha Silva et al (2007), all small firms live undaght



liquidity constraints, therefore making finance ajon dilemma for them. Generating an entreprenkidéa is
one thing but accessing the necessary financeatwslate such ideas into reality is another. Manyeho
entrepreneurial ideas have been known to die sifptause their originators could not fund them, lzeuks
could not be convinced that they were worth invegin. Finance, whether owned or borrowed, is néd¢de
expand so as to maximize profit and given the radfiiSMES, there is a need for financing. As déscriby the
South African Reserve Bank (2004), SMEs generaehfour key funding requirements: initial infrastture
investments, lumpy operations costs, “next-$tegpansions, and unexpected opportunities requigingk
access to funds. Despite what the funding requinemmay be, SMESs often prioritize the source ofriitiag
from internal (cash flow or entrepreneur’'s own tapito external, depending on the relative avdlikyband
opportunity cost (Ogujiuba, Ohuche and Adenuga4200his is because for most firms, the internaldsiare
always insufficient to undertake the required lewkltransactions for profitable projects hence tlad for
external finance to fill the finance gap.

The formal financial institutions have been orgadiso finance SMEs through venture capital finagpémthe
form of a SMIEIS fund In Nigeria. This was in resge to the Federal government’s desire to aid SBEs
vehicles for rapid industrialization, poverty al@ion, employment generation and sustainable eoano
development. Venture capital financing suppleméaikes the place of credit facilities that the caomigmnal
banks are unwilling to give. The provider of thadis may initially part with the funds as a loant gpecifically
with the idea of converting the debt capital intpig¢y at some future period in the enterprise. tarn from
such investment should be high to compensate ®hidfh risk. Venture capital may be regarded asaquity
investment where investors expect significant egiains in return for accepting the risk that thegy lose all
their equity (Golis, 1998). With this incapacitatiocn term of credit supply to SMEs, the questionvisether
Nigeria (a rural based economy) still has the hofpdeecoming one of the leading economies in Afbige?020.
In the view of Nto and Mbansor (2011), the propgnsf poverty alleviation in concomitant with Milk@ium
Development Goals (MDGs) specification seems tarmarduous task, given the funding challengestheste
small and less privileged firms that are supposetle imperative approach for creating investments jab
opportunities for the masses in Nigeria are facing.

The goal of this paper therefore is to examineptospects of SMEs in Nigeria and to what exteny tiave
been denied access to development finance andstugags out. In line with these objectives, thisdst seeks
to improve on the past studies by making use obaddata set spanning from 1981 — 2012, suchsadia far
more recent than those used in the previous stu@iiesrest of the paper is organized as followstice Il
deals with the literature review and theoreticalnfework, section Il contains the model specifmatand
estimation techniques, section IV is the empiriaalalysis and results while section V summarizes and

concludes the study.

2. Literature Review and Theoretical Framework

2.1Review of Related L iterature:
Small and medium scale enterprises dominate thatprsector of the Nigerian economy, but almosbfathem
are starved of funds (Mambula, 2002). The persidtek of finance, for establishment and operatdSMEs

occasioned by the inability or unwillingness of theposit money banks to grant long term creditgerators of



the real sector of the economy, led to the estabkst of development finance institutions and thieoduction
of numerous funding programmes for the developroérBMESs in Nigeria. In spite of these institutiosusd
funding programmes, there continues to be persistgragainst inadequate finance for the developroéthe
SMEs in the country.

Njoku (2007) postulated that to forestall the imemncapital flight from the real sector to the bagksector,
banks should begin to take second look at the tridisector in terms of lending operations. Basksuld
plough back large proportion of the money availablghem to the real sector of the economy as teng-
loans at rates not exceeding 5%. This he saidemitourage industrialists not only to remain inrtimesent
businesses but also to achieve their business sixpatargets. Lammers, Willebrands and Hartog (205@d
econometric techniques to examine attitude toweslsand profits among small enterprises in Lagtae$S
Nigeria. Their results showed that the propensitiake risk is negatively related to profit. Wheskperception
is included, risk propensity no longer appearsiicant. They added that the perception of riskegpp to be
the most important risk attitude characteristicthwa positive effect on profit. On firms with onpositive
profits, the results indicated that the number wblyees, the sector in which they operate, the bhanrof
months in business, and owner characteristics asaducation, age, gender, are significant andstens In
terms of access to finance, Kounouwewa and Chadlj2@onducted a survey on financing constraint
determinants in 16 African countries including Nige The results indicated that the sizes of firnd a
ownership structure are factors responsible forllsamal medium enterprises growth. These factors hisit
their access to capital and consequently finanoiaistraints. They concluded that there must beieffi
financial institutions to tackle problems of fingaonstraints in entrepreneurship and MSMEs.

Evidence in the literature that finance can contelto Growth is also essential in entrepreneurahipMSMES
to enable them contribute to the economy. Thisesabse entrepreneurship and MSMEs must have resourc
mobilize them and deploy them efficiently beforeyttan generate growth and contribute to overalhemic
growth (Naude, 2007; OECD, 2010; Hemert, 2008).

Anderson and Tell (2009) citing Birch (1979) andvidaon et al.(2001) also submitted that fast-grawin
entrepreneurship and MSMEs contribute significatdlyob creation and fast growing firms survivetbethan
firms that do not grow. He argues further that Fhgyowth firms are heterogeneous groups, and thege
number of factors and definitions that charactettgegrowth of this phenomenon” (citing Delmar g2003).
Goedhuys and Sleuwaegen (2009) examined the gneevtbrmance of a large set of entrepreneurial finms
ten manufacturing sectors of 11 Sub-Sahara Afrmamtries including Nigeria and the results shoat the
growth of entrepreneurship is being constrainecdbgr infrastructure, insecurity, transportationidefcies,
and financial constraints.

Obamuyi (2007) in a study conducted in Ondo Sthtigeria, observed that, the major determinantfoah
supply to SMEs are regulatory requirements suclasital Adequacy Ratio (CAR), Reserve Requirements
(RR), Liquidity Ratio (LR), Interest Rate Developmie(IRD) and lending policies of the banks. These
determinants have varied degrees of influence erathount of money available for lending by the Isaimkt
failed to estimate the direction of the influendedentified policy instruments. Rahji and Apat@®{2)adopted
tobit model in a study on “Understanding the Cr&lipply Decisions of Banks under the Small and Mmdi

Enterprises Equity Investment Scheme in Nigeriaéyfound that interest rate was positively relatedredit



supply to SMEs at 1% probability level. This imgli#hat increase in interest rate will stimulatesgs in banks
thus improvement in credit availability to SMEs.eTfindings of this analysis may be misleading oder$ng

that credit supply to SMEs may not respond to shartinterest rate changes based on cross sectatabut

on long run changes and time series approach ierMdigre under nourished in credit supply by forfimancial
institutions, hence, the need for policy interventio forestall the financial crisis that may befaé sector.

As a remedy to the above shortcoming, the presadyattempt to fill the loophole of SMEs In summathe
evidence so far have shown the extent to which SM&ge been denied access to development finance.
However, the subsequent sections picked up the iskfinancial constraint and how it will impactogmmic
growth in Nigeria

22 Theoretical Framework

In discussing the contribution of SME in overalivel®pment in LDCs, two theories are predominanthia
literature viz; the classical and the modern theriThe seminal articles by Hoselitz (1959), Staleg Morse
(1965), and Anderson (1982), among some otherssaarékoften classified as the ‘classical’ theooie SMES’
development. The ‘classical’ theories predict thdvantages of SMEs will diminish over time and éarg
enterprises (Les) will eventually predominate ie tourse of economic development marked by thease in
income. From the ‘modern’ theories perspective, NESMhave two important roles to play simultaneoutsly:
accelerate economic growth through the growth eifr thutput contributions to gross domestic prod@P),
and to reduce poverty through employment creatiwsh iacome generation effects of their generateghutut
growth. In addition to these direct effects, SMEwé also indirect effects on economic growth andepy
reduction through their growth linkage effects. guitand employment increases in MSME lead outpdt an
employment to increase in the rest of the econdmyugh three main linkages: production (forward and
backward), investment, and consumption. The WoddkBgives three core arguments in supporting SMEs i
LDCs, which is in line with the arguments of theddern’ paradigm on the importance of SMEs in the
economy (World Bank, 2002, 2004). First, SMEs ewkacompetition and entrepreneurship and hence have
external benefits on economy-wide efficiency, inamon, and aggregate productivity growth. SecordES
are generally more productive than LEs but findntiarket and other institutional failures and notiducive
macroeconomic environment impede SME developmédntd TSMES expansion boosts employment more than
LEs growth because SMEs are more labor intensiveotther words, the World Bank believes that direct
government support for SMEs in LDCs help these taes exploit the social benefits from their greate
competition and entrepreneurship, and their MSM&s boost economic growth and development (World
Bank, 2004). The above arguments do not mean, hewéhvat LEs are not important, or MSMEs can fully
substitute the role of LEs in the economy. Eveardhare skeptical views from many authors abost\World
Bank’s pro-MSME policy. Some authors stress theaathges of LEs and challenge the assumptions wirdgr!
this pro-MSME policy. Specifically, LEs may expla@tonomies of scale and more easily undertakeixbd f
costs associated with research and development JR&tD positive productivity effects. This studyaals the

modern theory paradigm.



3. Method and Materials:

The study utilized secondary data. Time seriea ddiich was collected from Central Bank of Nigk@BN)
statistical bulletin was analyzed using Ordinagstesquare (OLS) estimation technique. The dataated was
from 1981-2012 due to paucity of data.

The data for relevant variables comprises of grovete of real gross domestic product, growth rdte o
commercial bank loans to small and medium scalerpmses, unemployment rate and interest rate.

The theoretical frame work adopted in this papdraised on the modern economic theory on SMEsSikitis
play two important roles, to accelerate economaatin through the growth of their output contribuisoto
gross domestic product (GDP), and to reduce pouwbrgugh employment creation and income generation
effects of their generated output growth.

The Asymmetric Ordinary Least Square (AOLS) estiomatechnique is adopted in this study so as to dist
the negative and positive components of the vagabbed. The aim is to ascertain how finance of Siipact

on Economic Growth. As such the following linedat®nship is

Specified as;

I!."-'ql:'l'\."-':l';:? = _r'-\.'r"-':'.'-"‘EiP' GE'TIET_‘-J":ERP' E".ER.'IF' 'r'1'.1_.= 'I:"-TT_.: l

This is explicitly stated as;

GRGDP — By 4+ B, G5MEs,, + O G5MEs,, 4O, UER,, 4B, UER .. 4B, INTo, 4O INT o + dir

2

Where®s — B, are to be estimated

GRGDF = Growth Rate of Real Gross Domestic Products

LCSMES = Growth Rate of Commercial Bank Loans to Smatl Medium Scale Enterprises

VER = Unemployment rate
INT = Interest rate

p- Positive part of the variable
m- Negative part of the variable

p= stochastic error term

3.2 Egtimation Techniques:

Empirical research in financial economics is laydesed on time series data which have two ceptogerties
i.e non-stationarity and time varying volatilityhdrefore, Philips (1986) reported that regressimalyais with
variables that contain such properties may produisteading and spurious results thereby causingedia
economic analysis. As such, stationarity tests veel@pted to eliminate the problem. The linear umitt test
adopted to check whether the time series datatatiersary or not are Augumented Dickey Fuller (ADdd
Philip-Perron, while the non-linear unit root tesé KSS and Solis which is a modification to KS8 aras
developed by Solis(2009)

lﬁ-_'l' = ay,._, (3)
Ay = f'."'_l.'_z_i 4)
Ay = ayy g + oz, 5)



NB: specification for equation (3) above is for a lineait toot at first difference, while (4) and (&)e non-
linear unit root test at first difference i.e KS8laSolis respectively

4. Analysis and Discussion of Results:

41 Unit Root Test:

The time series properties of the variables wepertained informally through their graph plot agwh in
figure 1 below

Figure 1;
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Authors’ computation from Eviews 7

Table 1: Result of Unit Root Test

Variables Linear unit root tests Non-Linear Unit root tests
ADF P- P-P P- KSS p- Solis p-value
value Value  (t-stat) value (F-stat)

GRGDP_P -5.253 0.0002* -5.2530.0002* 15.689 0.0000 244.653  0.0000*

GSMES M 2.789 0.0001** -5.849 0.000** 6.859 0.0000 119.015 0.0000*

GSMES P -5.754 0.0000* -5.7530.0000* 8.073 0.0000 112.354  0.0000*

INT_M -6.255 0.0000* -6.211 0.0000* 13.217 0.0000 165.528 0.0000*
INT_P 7.323 0.0000* -7.1620.0000* 13.958 0.0000 135.026  0.0000*
UER_M -5.250 0.0000* -3.874 0.0059* 15.577 0.0000 89.345* 0.0000*

UER_P 5.264 0.0002* -5.6700.0001* 17.707 0.0000 88.952*  0.0000*

* Stationarity of the variables at first difference
**Stationarity of the variables at first difference
Nb: Unit root hypotheses are tested at 5%.
Source: Authors’ Computation from EViews 7
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4.2 Table 2: Result of Asymmetric Co-integration (Hidden Co-integration)

Johansen cointegration test for the variablesin equation 1

Trace test

Hypothesized Eigenvalue Trace statistics 5% critical level Prob*
no of CE(s)
None* 0.869454 170.7672 125.6154 0.0000
At most 1* 0.743000 109.6862 95.75366 0.0039
At most 2* 0.579962 68.92588 69.81889 0.0587
At most 3* 0.493624 42.90355 47.85613 0.1349
At most 4* 0.368296 22.48929 29.79707 0.2721
At most 5* 0.204299 8.709243 15.49471 0.3930
At most 6* 0.059907 1.853298 3.841466 0.1734
Trace test indicates 2 cointegratingeqgn(s) a0tB level
* denotes rejection of the hypothesis at the 0e@8l
Source: Authors’ Computation from EViews 7

Maximum Eigenvalue Test
Hypothesized Eigenvalue Max-Eigenvalue 5% critical Prob*
no of CE(s) level
None* 0.869454 61.08095 46.23142 0.0007
At most 1* 0.743000 40.76033 40.07757 0.0418
At most 2* 0.579962 26.02233 33.87687 0.3194
At most 3* 0.493624 20.41426 27.58434 0.3132
At most 4* 0.368296 13.78005 21.13162 0.3834
At most 5 0.204299 6.855945 14.26460 0.5063
At most 6* 0.059907 1.853298 3.841466 0.1734

Max-eigenvalue test indicates 2 cointegratingecati(she 0.05 level
* denotes rejection of the hypothesis at the e8I
Source: Authors’ Computation from EViews 7

After decomposing the variables, it was discovetet there is hidden cointegration in the modet thas
developed by Granger and Yoon (2002) and Schor(20é¢)
4.3Table 3: Result of Asymmetric OL S Estimation

Variable Coefficient Std.  t-Statistic Prob.
Error
C 3.929862 2.442175 1.609165 0.1201
GSMES P 0.001094  0.012990 -0.084231 0.9335
INT_P 0.652949 0.333945 1.955258 0.0618
UER_P 0.017762  0.069322 0.256228 0.7999
GSMES M -0.004283 0.014001 -0.305892 0.7622
INT_M -0.055838  0.225805 -0.247283 0.8067
UER_M -0.068707 0.058361 -1.177282 0.2502
R-sguared 0.951821 Mean dependent var 37.25626
Adjusted R- 0.940258  S.D. dependentvar 20.02824
squared
S.E. of regression 4.895357 Akaike info criterion 6.205091
Sum squared resid 599.1130  Schwarz criterion 6.525721
L og likelihood -92.28146 Hannan-Quinn criter.  6.311371
F-datistic 82.31563  Durbin-Watson stat  0.531382
Prob(F-gatistic) 0.000000

Source: Authors’ Computation from EViews 7
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Table 3 above shows the AOLS estimationof the mepetified in equation 2above,the result above shbat

a one percent increment in the growth rate of coroi@ebank loans to small and medium scale entsepri
growth rate of real Gross Domestic Product increéise0.003 percent, this is consistent with mo@saenomic
theory on SMEs, that SMEs have two important rédeplay simultaneously: to accelerate economic gnow
through the growth of their output contributions @oss Domestic Product (GDP), and to reduce pgpvert
through employment creation and income generatfifgcts of theirgenerated output growth. It shoutdnoted
however that SMEs financing plays an insignificemie to economic growth, this can be adduced tacpol
inconsistency of government towards SMEs financiflte model also hypothesized a converse relatipnshi
between unemployment rate and Real Gross DomestiduBts, speculating that one percent increase in
unemployment rate decreases real gross domestaugirdoy 0.06 percent, it conforms with our a priori
expectation. When the level of unemployment is \egh, the result of this is the non-utilizationidfe human
resources (capital). When resources are not optirmadt efficiently utilized, Real Gross DomestioBuct will
continue to diminish and this would hand down giotdth in the short and long run.

The result of interest rate surrogated as bankingndite (maximum) has positive relationship wigalrgross
domestic product; this is not in accordance to enwa theory. The insignificance of the interesersfariable

in the model can be linked to the policy inconsisies in interest rate policies over the years.

The coefficient of determinant, this suggests thatregress and was not adequately explained biyethaviour

of the explanatory variables adopted in the modelshows that approximately 31% of the variationthe
dependent variable was explained by the independeiatble, and 69% are explained by other macraaoars
variables outside the scope of the study. The F+esults, Prob. (F-statistic) is 0.000000 at 5%elleof
significance, suggesting that the model is adeqimteprediction and policy analysis. Finally the min-

Watson value of.35suggeststhe presence of first order Auto-corratdte Autocorrelation is a problem.

5.0 Summary and Conclusions:

Availability of adequate funds to grow and supplatrtéeir activities has been acknowledged a grealienge
faced by many SMEs in Nigeria as shown in this gt doubt emphasis on improving the access anéa
of the SMEs is extremely critical in fostering emgreneurship, competition, innovation and growthisla
popular view that the challenge of access to fiaaiscmade even worse by the attitude of many filanc
institutions, especially formal, who have consideBMEs financing to be a high-risk activity thatyngeenerate
high transaction costs and or low returns on imaest. The financing combination of SMEs in Nigeisa
majorly from informal sources of finance. This lown by the use of this option more than the forsmalrces
by the SMEs. A comparative analysis of the inhepeoblems of the formal and informal sources oéffice to
SMEs shows that the formal sources are inherentdyenproblematic to SMEs in Nigeria than the informa
sources. Most of the banks in the country do not q#ficient attention to the development of SMHa v
financing because of the inherent risk in them. @ading from the above discussion, the Nigerianggoment
must develop measures to offset the effects ofilaacial crisis in SMEs financing. Furthermoreyaolution
to stimulate the Nigerian economy should includsirep SME access to finance. There is also the fared
macroeconomic policy to be specifically directedSiESs financing and growth. An assortment of agesiand

institutions must be formed with a view to protagtand enhancing activities and growth of SMEsitgy, the

12



capacity and capability of SMEs in term of employngeneration, contribution to industrial produnt@and its

influence on economic growth can be well sensed.

REFERENCES:

Andrews, Donald W. K. (1991). Heteroskedasticitg @&utocorrelation Consistent Covariance Matrix
EstimationEconometrica59, 817-858.

Aruwa, S.A.S (2005). The Business Entrepreneur: ld& to Entrepreneurial Development. Kaduna’s copy
Publishing.

Bankers Committee (2005).Revised operational Guneglfor the Operation of Small and Medium Entegsi
Equity Investment Scheme (SMEEIS).

Engle, R. F., and Granger, C. W. (1987). Co-intiégneand Error Correction: Representation, Estiorgtand
Testing.Econometricab5, 251-276.

Golis, C. (1998). Enterprise andVenture CapitalBésiness Builder and Investment Handbook, 3rd @dliti
Australia: Allen and Urwin

Mambula, C. (2002). Perceptions of SME growth aamsts in Nigeria.Journal of Small Business Managiein
Vol. 40 (1), pp.58-65.

Manyong V. M., A. Ikpi, Olatyemi J. K., Yusuf S. &monona B.T, Okoruwa J. V.,&ldachaba F. S. (2005).
Agriculture in Nigeria: Identifying opportunitiesf Increasedcommercialisation and investment
Inter-national institute of tropical AgriculturdTi), Ibadan.

Nto, P. O. O., &Mbanasor, J. A. (2009). Determisarit Credit Procurement among Rural Farmers in Abia
State, Nigeria. Paper presented at the 43rd Ar@aaference of Agricultural Society of Nigeria,
20th-23rd Oct. 2009, Abuja. Pp345-349

Nto, P. O. O., &Mbanasor, J. A. (2011). Analysidaterminants of Agribusiness Investment in a Young
Economy: Nigeria (1999-2008)ournal of Social and Development Sciencé3),A37-146.

Obamuyi, T. M. (2007). An Exploratory Study of LoBelinquency Among Small and Medium Enterprises in
Ondo State of Nigerid.abour and Management in Development Journal, 8

Ogujiuba, K. K.,Oluche.F. K., &Achenuga A. O. (20@redit Availability to Small and Medium Scale
Enterprises in Nigeria: Importance of New Capital Banks-Background and issuesrking paper

Organisation for Economic Cooperation and Develapr¥=CD.(2006). Financing SMEs and Entrepreneurs.
Policy Brief, OECD Observer, November.

Peter, C., & Philips, B. (1995).Fully Modified Le&Bquares and Vector AutoregressiEzonometrica, 6(%),
1023-1078.

PECC (2003Ffinancing Small and medium Enterprises: Challenged Options.California: The Pacific
Economic Cooperation Council.

Philips, B., & Peter, C. (1986).Understanding Spusi Regressions in Econometrdcairnal of Econometrics,
33,311-340.

Rahji,l. &Apata, A. (2012). Understanding the Creslipply Decisions of Banks under Small and Medium
Enterprises Equity Investment Scheme (SMEEIS) geNa.

Sanusi, J.O. (2003Pverview Of Government’s Efforts In The Developn@h&MEs and The Emergence Of
Small And Medium Industries Equity Investment SehéaMIEIS).Presented At The National

13



Summit On SMIEIS Organized By The Bankers’ Committend Lagos Chambers Of Commerce
And Industry (LCCI), Lagos On 10th June.

Sanusi, J. (2004). Research study presentatiorheatNationalsummit on revamping small and medium
industries, Thisday. Vol. 10, No. 3243, page 25.

14



Income of single-person households in Poland

MatgorzataCWIEK?, Agnieszka WAEGA®*

*Cracow University of Economics, Faculty of Managem®epartment of Statistics, 27 Rakowicka St.530-Cracow, Poland,
malgorzata.cwiek@uek.krakow.pl

Cracow University of Economics, Faculty of Managem®epartment of Statistics, 27 Rakowicka St.530-Cracow, Poland,
agnieszka.walega@uek.krakow.pl

Abstract

In Poland, as in other EU countries, the sharengiesperson households is on the increase. Oarthéhand, living alone allows
one to have their property, income and leisure titribeir free disposal; on the other hand, itégrthem to obtain funds on their
own to run the household. The purpose of the paperassess the income situation of single-pemmwmseholds (income levels
and income inequalities), as well as to identiffedminants conditioning the income amount. Reseegstits indicate a better
situation of single-person households than of thomdti-person ones in terms of the income levell amaller income
inequalities in this group of households.

Keywords:single-person households, income distributionjine inequality

1.INTRODUCTION

In recent few decades, living alone has becomaeneasingly popular lifestyle. It is significanetmumber of
single-person households has increased, mostlybanuareas. Many factors affect the number, typd, size of
households. These include patterns of populatiowtyr such as fertility and mortality, decisionsiinduals make
about their living arrangements, and changes inasawrms, health, and the economy that influenogv h
individuals organize their lives [Vespa, Lewis, Kier 2013]. These days not only widowed peopleaisd many
young adults who are divorced or have never beemigdaive alone. This trend can observed not amyong
Europeans [Bennett, Dixon 2006]but also Americafecgbsen, Mather, Dupuis 2012]and other nationthef
world [Li-Min, Gi-Hsian, Hsin-Yi 2011]. Accordingad the projections by 2025-30 single person housishaill
make up around 40% or more of all households intrhaysEngland, France, Germany, Norway, Netherlaanus
Switzerland The Future.. 2011].

With the proportion of single-person householdsgasing in Europe, an international comparisomeguality
in income distribution, taking into account thisget group, is very interesting from a social aodr®mic point of
view. It is becoming increasingly pertinent to isttgate the multivariate relationship between inecamd then
poverty and individual characteristics, such asdgenage, marital status and education in diffefeatopean
countries.

Thus, this paper evaluates the development andautif the single-person household in Poland aradlyaas
income distribution and income inequality of thdseuseholdsin cross-section of selected socio-despbgr
characteristics. The Authors try to answer the tiolesvhat are the determinants the amount of incomgingle-
person household.

Information on single-person households used irsthdy has been obtained from the Eurostat databrase
the EU-SILC survey and survey on household budgatslucted by the Central Statistical Office (CS@pPbland
in the years 2005-2014.

1Corresponding author
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2.SINGLE-PRSON HOUSEHOLDS — INTRODUCTORY REMARKS

In recent years, the concept of a single persorbbas widely discussed in literature, especiallthat in the
field of psychology [Czernecka 2011, pp. 51-54]c@e&se of its ambiguity, studies on living a singke include
various categories of persons, and thus make eifferspects of their lives the subject of the aisly

An increasing number of people living alone makisstdemographic trend has attracted many researchers
mostly psychologists but also demographers andognists. For example J. Scott [1997] dealt withithplications
in understanding family life in the U.K., Hatlan8Q01] wrote about changing family patterns as dlehge to
social security, C. Quintano and A. D’Agostino [B)Geported on income and inequality.L. Youngho &hd
Jungmin [2013] wrote about consumption patterrsmgdle-person households.

In Polish literature, research on living alone bppeared relatively recently, at the turn of théh2hd 21st
centuries. W. Warzywoda-Kruszska and P. Szukalski wrote on this subject in th@ext of changes taking place
in families, drawing attention not only to the igsaf an increasing number of people living alonat, &iso to
changes in their social status and demographicacteristics [Warzywoda-Krusagka, Szukalski 2004]. Other
studies were conducted by Aurek [2008], who focused on a group of people atape of 20-50 living in single-
person households. Research on the phenomenomngté piersons was carried out, for example, by Eesaczyk
[2005] and E. Paprzycka [2008]. Their studies imed|only young women. J. Czernecka [2011], in tdaalt with
problems of singles living in large cities.

This paper focuses on single-person householdseTeuseholds are formed by individuals who dohaeot
joint property with others and provide for themsahon their own, regardless of whether they lianalor with
other people Buctety.. 2016, p. 18]. They are created by people offferdnt social status, i.e. maidens and
bachelors, divorcees, widows and widowers, as a&lthose who are separated in marriage. On the bémal,
temporary separation resulting from the nature cziupation is not a basis to recognize a househ®la single-
person oneZurek 2003. p. 124].

Changes in the number of single-person househoédiaegely a consequence of young people’s dedsion
postpone marriage and pro-family moves in favouiutilling their professional and personal goaingle-person
households are also relatively often formed by r&ydpeople, especially women, which is associatétth ithe
second demographic transitigfufek 2008, pp. 163-167].

3.EMPIRICAL RESULTS

According to the latest statistics, in many ecoreatty advanced countries such as Sweden, Finlaadiiark,
Austria, and Germany more than one-third of houlsishtontained only one person (Table 1). Whileplevalence
of single-person households in Asia is generallyeiothan in Europe and North America. It is sigrafit that
single-person households are most common in thdidland North-Western groups of countries (wheverie is
relatively common and where it is relatively unusioa older people to live with children or otheslatives) and
least common in the Southern countries (where de/oates remain low, and where it is common foeofztople
to live with adult children)Hlousehold..2010, p. 14].

Table 1. Share (in %) of single-person househaldgliected European countries in the years 2008F1-SILC survey)

Specification 2006 2007 2008 2009 2010 2011 2012 1320 2014
European Union (27 countries) : 301 305 30.7 309 311 31.2 31.6 31.8
Austria 347 35.0 353 357 36.0 36.2 365 36.7 037.
Bulgaria 18.6 211 184 19.1 194 199 216 224 224
Cyprus 16.0 16.0 208 20.8 20.8 20.8 20.7 208 20.8
Czech Republic 237 238 248 245 235 237 272 782 279
Denmark 439 443 458 46.1 46.2 440 442 451 0 45.
Estonia 332 336 344 342 345 349 36.0 36.0 0 36.
Finland 385 385 392 3938 395 40.1 402 403 8 40.
Germany 381 384 391 395 398 40.1 402 40.2 5 40.
Greece 19.8 20.0 201 20.2 203 204 20.6 257 257
Hungary 247 244 241 241 239 299 310 320 332.
ltaly 279 28.7 29.3 29.8 303 303 316 325 329
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Latvia 253 266 284 297 293 309 30.7 304 323

Lithuania 28.1 270 300 304 327 342 352 366 603
Portugal 16.7 170 176 175 17.7 191 193 200 421
Slovakia 242 245 242 238 231 244 24.7 235 725
Sweden 413 395 376 420 395 39.2 38.7 398 399
United Kingdom 312 311 311 309 309 313 290 852 28.7

Largely as a consequence of ageing populationsauh@er of one-person households is expected W gro
all the OECD countries for which projections araitable. The largest increases are expected in&@vastralia,
England, New Zealand, and France. Equally importiamh a policy perspective is that the general alion of
changes in these household and family categoriles timth for absolute numbers and for shares irséloaids or
families as a wholeThe Future.. 2011, p. 10].

Social, cultural and economic transformations olein recent years are also reflected in the nurabd
structure of households in Poland. When compafiegsttuation in Poland to other European countrigerms of
single-person households, it can be noticed tleashiare of single-person households in Polandrnigasito that in
Slovakia, the Czech Republic and, in recent yaar§reece. However, the share of single-person dfmlds in
households in total is lower in Bulgaria, Cyprus &wortugal.

According to the data published by the CSO in tkary 2002-2011, the number of households in Poland
increased by about 2%, with a simultaneous dedctirtbe average size of households from 2.84 to p&iRons,
which was caused by a low fertility rate and adasyare of single-person households. In Polandyeéheentage of
single-person households increased from 14.6% &5 18 24.4% in 2014Gospodarstwa domowe2014, p. 27].
Living alone is common especially among elderlygepbut in recent years, a significant share ofppeunder the
age of 65 living a single life has also been natite (Table 2). Single-person households are mftea oun by
women than men, largely due to the longer life etquecy.

Table 2. Share (in %) of single-person househaldiand by age and gender in the years 2006—Z145(LC survey)

Specification 2006 2007 2008 2009 2010 2011 2012 1320 2014
Single-person households 251 25.2 253 253 252 522 244 243 244
One adult younger than 65 years 123 118 119 118117 124 121 124 124
One adult 65 years or over 12.8 135 133 135 135 127 123 119 120
Single female 16.7 171 17.2 175 175 17.2 16.1 016 162
Single male 8.4 8.1 8.1 7.8 7.7 8.0 8.3 8.2 8.2

In Poland, more than 70% of single-person housshaid those formed by women. Most of them are yun b
people over the age of 55 (70%), mostly widows witbwers (49%) whose main source of income is aipenor
annuity (64%). Most frequently, single-person hdwdes are located in towns with a population oftaminety-
nine thousand (31%). Among people forming singlespe households, those with secondary education are
predominant (36%), and 22% of them have higher &thrt Single-person households created by peaperuhe
age of 35 constitute less than 15% in Poland.

The purpose of each household is to maximize ttigfaetion of common and individual needs of itsmbers.

A measure of efficiency of household functioninghie level and quality of life of its members, citiathed by the
level of generated cash income and material go8gsvdlec 2012, pp. 13-19]. Therefore, an analysisthef
financial situation of single-person householdsobees justified.

On the basis of data presented in Table 3, it eacomcluded that the real income of single-persnrséholds
in 2014 increased by 30% as compared to 2005 (iacexpressed in prices as of 2014). In each of tindiesl
years, income of single-person households conssitapproximately 150% of income of other househdaids
Poland. This results from the fact that in singéespn households, income remains at the disposasiofgle person
and is not shared by those who do not generaténaoyne, e.g. children. In single-person househasds;ompared
to larger households, a higher share of expensaxome is noticeable. It means that after incgrmecessary
expenses single-person households have at thposdisless income they can allocate to savings.

In all the analysed years, men forming single-petsmuseholds generated higher income than womenpngm
men, greater income inequalities, measured withGhe coefficient, were also observed. In 2014, share of
expenses in income of single-person households at@dto 85% for men and 95% for women.
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Table3.Selected characteristics of real incoménpiesperson households in total and by gender, educational level and place of residence

2005 2010 2014
Share of Share of Share of
Description Average Me - expenses Average - expenses Average Me - expenses
(PLN) Vs (%) (PLN) Gini inincome (PLN) Vs (%) Me (PLN)  Gini inincome (PLN) Vs (%) (PLN) Gini inincome
(%) (%) (%)
Total households
Single-person  1517.57 847 126341  0.30 976 $958. 1735 1555.64  0.33 89.0 197470 798 1650.00 0 0.3 888
Other 897.64 856 750.02 0,34 895 123862 807 3600 033 822 1281.14 796 1097,50  0.32 793
Gender
Males 157229 850 127651  0.36 988 2176.26  159.4 1716.65  0.39 87.0 2161.62  105.0 1768.00  0.36 85.1
Females 1496.18 845 1260.33  0.28 971 1874.47 6179. 152041  0.30 89.9 1896.66 612 1619.30  0.27 905
Age
Under 35 years  2006.90  75.7 1652.28  0.34 987 2947. 245.1 229178  0.38 8438 264334 774 218162 103 913
36-45 years 1894.88 734 1561.81  0.38 102.4 2922.67157.3 2182.65  0.42 822 3036.28 916 2300.00 040 779
46-55 years 1481.82 962 1162.14  0.38 100.8 1997.546.7 174047  0.36 946 1967.78  107.1 1700.00 036 908
More than 55 140553 828 122838  0.25 96.0 1681.17117.2 143611 027 902 1756.57 630 1553.00 025 891
Level of education
gitmﬁ‘;ztium 1104.74 429 1046.98  0.20 989 1266.71 426 1190.64.20 928 1352.05 393 1289.86  0.19 88,6
Vocational 1180.65 495 1085.86  0.25 99.7 1466.86 7.8 4 1364.16  0.25 962 1491.36  107,0 144830 024 491
S:Cr;er:g;ry 1533.23 477 1375.14  0.24 101.1 1848.77 519 1826.0 0.25 934 1843.24 448 1674.00 0.3 916
?ff;?g:;?’ 1582.29 606 1403.89  0.25 99.0 191432 486 1719.3D.24 927 1940.64 464 1777.00 023 89,8
Higher 2609.26 957 2102.84  0.33 926 3453.10 2087 2647.29  0.38 807 311437 748 258957  0.31 86,0
Class of locality
Rural areas 1156.52 624 102357 0.6 105.8 1386.3%7.9 118797  0.28 99.2 146471 1134 1309.60 028 952
Igmﬁozi'f’w 1469.12  103.9 124339 028 953 1774.06 738 1816.9 0.28 89.1 1805.88 526 1600.00  0.25 883
E‘gﬁi 100-499 169961 673 140261 0.8 94.4 2138.14  265.1 1303.8 0.32 8438 208652 513 1850.00  0.26 86.9
Cities 500
1897.99 774 152057  0.33 974 2650.86  145.9 2814.10.36 865 2643.84 849 2064.97  0.34 869

thous. and over
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In 2005 and 2010, the highest average income waargted by single-person households formed by paamer the
age of 35, and an average income decreased ingsldmgeage categories. This situation changed id 2@ten the highest
average income was recorded in the group of sipgteen households formed by people at the age ¢ 86 years. In
this age group, the lowest share of expenses amiaavas also observed (78%).

As in the case of households in total, income glsiperson households grows together with an aserén the level
of education of people forming the households. glaith the increase in the level of education, diifecation of income
measured by the coefficient of variation increaassyell.

Both average income and median income of singlegpehouseholds increases with the size of thet@itylvillage
where the household is located. For all classésoafities, a decrease in the share of expensiesd@me is also noticeable
in the period considered. The larger the localftg bousehold, the greater the inequalities.

On the basis of the above analysis, it can be oded that socio-demographic characteristics atfeztshape of
income of single-person households in a noticeablg

The analysis of the impact of selected socio-deaygc characteristics of single-person householasthe
development of the household income has been dastie using econometric modelling. To describelével of income,
there has been proposed a linear, power, expohantibpower-exponential model. The analysis hasdothat for the
empirical data, the best fit is the power-exporamtiodel (see e.g. [Podolec, Ulman, ¥ga 2008, pp. 66-67]):

S
— a;
yi - aO I_l Xij : Ija)(I':)(alsﬂxisﬂ + as+2Xis+2 Tt ak Xik + gi )’
j:

where:
yi— amount of income per capita of ik household,
Xj —]-th exogenous variable for theh household,
o;— parameter standing by thh exogenous variable,
g — value of the random component for tth household.
As the exogenous variables, there have been asstmaeatteristics of a household:
» age of the household head,
» gender of the household head,
* marital status (five dummy variables — referenaugr bachelors/maidens),
* level of education of the household head (five dymariables — reference level: at most lower seaond
education),
» class of place of residence (three dummy variableference group: households situated in the aseasls),
* socio-economic group (sixdummy variables — refezegroup: households of employees).
The variable selection method has been the stepetgession and the parameters have been estiftine least
squares method.Analogous models were assessaddla-person and other households, which is presant Table 4.

Table 4. Results of estimations of power-exponemntizdels of income for single-person householdsadhdr householdsin 2014

Standard Standard

Specification Parameter error t(7540) p-value Parameter error t(29351) p-value
single-person households other households

Constant 7.8855 0.0929 84.89 0.0000 5.2345 0.0530 98.83 0.0000
Towns below 99 thous. 0.0872 0.0140 6.23 0.0000 0.1072 0.0077 13.99 0.0000
Cities 100-499 thous. 0.1689 0.0157 10.77 0.0000 0.1740 0.0095 18.31 0.0000
Cities 500 thous. and over 0.2512 0.0167 15.08 0.0000 0.3257 0.0110 29.48 0.0000
Vocational 0.0510 0.0162 3.15 0.0016 0.1339 0.0104 12.85 0.0000
General secondary 0.2440 0.0195 1254 0.0000 0.3623 0.0148 2447 0.0000
Secondary vocational 0.2409 0.0162 14.85 0.0000 0.3388 0.0112 30.32 0.0000
Higher 0.5463 0.0182 30.09 0.0000 0.6848 0.0121 56.58 0.0000
Farmer -0.3445 0.0567 -6.08 0.0000 -0.0992 0.0150 -6.63 0.0000
Self-employed 0.1462 0.0327 4.46 0.0000 0.0824 0.0119 6.91 0.0000
Retiree -0.1633 0.0183 -8.93 0.0000 -0.0034 0.0098 -0.35 0.7284
Pensioner -0.2188 0.0206 -10.60 0.0000 -0.2658 0.0161 -16.55 0.0000
Unearned sources -0.6266 0.0207 -30.22 0.0000 -0.5420 0.0178 -30.52 0.0000
Gender 0.0482 0.0122 3.94 0.0001 0.0964 0.0075 1293 0.0000
Married 0.0815 0.0288 2.83 0.0047 -0.1419 0.0120 -11.82 0.0000
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In separation 0.1444 0.0175 8.26 0.0000 -0.2097 0.0178 -11.75 0.0000

Widower/widow 0.0602 0.0179 3.36 0.0008 -0.1768 0.0181 -9.77 0.0000
Divorced -0.0014 0.0435 -0.03 0.9745 -0.2707 0.0488 555 0.0000
Ln(age) -0.1754 0.0246 714 0.0000 0.4059 0.0143 2841 0.0000
Fit of the model R=0.3557; F(18.75)=231.29; p<0.005 2-R.2680; F(18.29)=596 87; p<0.001

In the cases of both models for single-person @hdrdouseholds, almost all of the proposed vamploved to be
statistically significant (Table 4). When comparithg obtained models, a greater impact of the megwariables on the
level of income can be observed in the case ofrdtheseholds. Generally, it can be concluded ti@gamount of income
is positively affected by the level of educationaoperson who is the household's head, and the mihcesidence (the
larger the town, the higher the income). Househaolfdsnen have, on average, higher income than holgsehun by
women Ceteris paribus Only households of those self-employed gendnigfleer income than households of employees.
In the case of single-person households, marigistand age affect the amount of income in ardifteway than in the
case of other households. The older the persongliélone, the lower the income obtained, assuntiag other
characteristics are at the same level. When it sotmemarital status, in turn, all other people hhigher incomes than
bachelors/maidens. Divorcees are an exceptioreasithomes do not differ significantly from thosgbachelors.

4.CONCLUSION

The percentage of single-person households in Bataamong the lowest in Europe. Neverthelesscésts indicate
a decrease in the average number of adults in aehold (until about 2030) and a reduction in thecguatage of
households inhabited by three or more adults, dsas@n increase in the proportion of single-peisouseholds.

The conducted analysis leads to a conclusion timglesperson households are in a better situati@m flarger
households in terms of the amount of income. Antbeg, men at the age of 36-45 with higher educatihliving alone
in big cities (with a population of over 500,000¢ & the most favourable income situation.

The examined socio-demographic characteristicstaifeomes of single-person and other households similar
way, which was confirmed by applying econometricdelting. However, in the case of single-person lebods, the
opposite influence of age and marital status ormtheunt of income can be noticed.

In recent years, the term of "solo economy” hasrgew An increase in the percentage of single-pensaiseholds is
accompanied by the fact of adapting many productsebple living alone. Single-person householdseo® more than
those multi-person ones and incur fixed maintenaosts on their own. Therefore, both the generatedme and the
lifestyle affect the structure of consumption exgiure, which makes this issue an interesting esttemof the problem
raised in this paper, which will be an area of fatresearch of the authors.
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Abstract

This study investigates the farmer’s willingnesgay for quality fertilizers when this becomes ssue to farmers as govemment
assures affordable market prices for them followaginiversal subsidy policy. Primary data were extdld from 299 farm
households in three regions of Bangladesh baséarming concentration. For analyzing, a combinatibprobit and ordered probit
models following the direct interview technique siéted preference method was employed. Resultsatedthat farmers have the
most likelihood of paying in between one to tenceat more than market price for urea, one to fifteercent less than the market
price for TSP and eleven to twenty percent mora tha market price for MoP. An average farmer's WS R fluenced significantly
by the farm size group which a particular farmeobgs to, annual income, off-farm income, produitgs and financial constraints.
All farmers except marginal farmers are more likilybe willing to pay more than market prices foeauand MoP. The findings
suggest for adjusting the farm size group and emtirspecific pricing and subsidy polices in the rdgu Moreover, to strengthen
farmer’s financial capability, more off-farm emptognt opportunities should be created in the farmeggpns.

Key words willingness-to-pay, stated preference method, usalesubsidy policy, quality fertilizers, farm sigeoups.

1. INTRODUCTION AND PROBLEM STATEMENT

Considering the central role of agriculture in #wwnomies of Bangladesh, promoting efficient aridotifre use of
fertilizer through providing subsidies has e mergsén important target of policies in recent desadericulture sector
contributes about 16.33 percent to the countryssgmomestic product (GDP) with an average growath of 3.35
percent (BER, 2015). Government policy reformsteglato agricultural input sectors such as thelieeti, seed and
irrigation sectors are believed to have playedraportant role in the country’'s agricultural growthmong them,
fertilizer use is a vital input in ensuring domedibod grain production. Roy and Farid (2011) showteat, mineral
fertilizer use accounts for about 50 to 60 peragnthe increase in cereal production in Bangladéstiowing the
introduction, the use of chemical fertilizers inriggadesh agriculture grew from 8.8 kg of nutrigoes hectare in 1968
to 208.66 kg per hectare of land in 2013-14 (W@&#hk, 2016) in response to various factors alorth stibsidies and
pricing policies. This is justified for Bangladeafriculture as the country has virtually no pogisibof increasing its
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cultivable land area but at the same has to inereasp yield and production for an increasing papoh. Figure 1
visualizes the role of soil and major three nutrifentilizers (urea, triple super phosphate andiaterof potash) in rice
yields. BRRI (2016) showed that the total contridwibf major fertilizers to rice production is alb®¥ percent. Among
them, urea (nitrogen fertilizer) contribution i® thighest (19 percent).

Fertilizer subsidies were initiated with an overalijective of augmenting farmers’ optimum usagefesfilizers
technically and boosting agricultural productiorecBnt years have seen a reviving interest in lapgde fertilizer
subsidies in agricultural development. Becausdifent makes such an important contribution to hiogbp yields, its
prices, availability and guality at the farm leeeé all important to the policy makers and alsthéoresearchers as well.
Following a universal subsidy policy, the governitrisrassuring an affordable market price of ferdits for all farmers
in the country although this policy gives extra éfita for better-off producers who would have ugadlizers anyway
(Mujeriet al, 2012). Optimal input use level is defined by ¢opiity of input's marginal benefit to the margicabt of
purchasing that input. Following this rule, thdoadf fertilizer price to paddy price gives the wiaal physical product
for the fertilizer. This ratio has been estimated®1 in 2013-14 implying lower marginal physipedduct of fertilizer
which is due to the decline in fertilizer price @siated with increasing paddy price in 2013-14. rifiake situations
worse, the quality of the fertilizers on the marikeampered with by the traders.

MoP_— %
11% _
TSP/[\
706 N Soil

63%

Urea
19%

Figure 1: Contribution of soil and fertilizer todaly yield
Source: BRRI(2016)

While the supply of fertilizers is generally sufint to meet the demand in the country and pricesaffordable to
the farmers, quality became an issue. The appicadf adulterated fertilizers reduces crop vieldgificantly because
of their low nutrient contents (Kale and Bhandafi11). The Ministry of Agriculture (MoA) is respabke for fertilizer
quality control throughout the country and it urtd&es various measures to control for adulteratibrfertilizers.
Although there is a Fertilizer Manage ment Act,digdvel monitoring and controlling of fertilizer dderation, which is
most important, is inadequate in the country dukaét of infrastructure, funds and manpower. Extemsigents are
involved in the marketing of fertilizers paying deattention on providing extension services to &asmand conducting
quality checks. The adulteration levels in feréliz have increased 2011-12 compared with the leveing last year.

Profiteering traders including manufacturers, disxd importers and dealers become active in alfefamious types
of fertilizers during plantation seasons. Besidesne dealers mix low standard fertilizers with gugbroducts and
supply it to the market for higher profits. Usuaiytilizers are contaminated through mixing of stalmces of particular
fertilizer in a way that is practically inseparalidg the farmers from actual one. One of the leadiegyspapers of
Bangladesh reported that nearly 40 per cent ofeafilizers used by farmers are adulterated acogrdd the tests
conducted by Soil Research Development InstituRDR According to SRDI (2013), adulteration of arencreased
from 2 per centin 2010-11 to 3 per cent in 201dwtlle for MoP it has been decreased to 7 perice2011-12 from
11 per centin 2010-1. Adulteration of TSP remaiaethe same level of 25 per cent and in case d?,Ceulteration
raised from 21 per cent to 22 per cent in 2011E4® to adulteration, farmers need to apply mor&lif@rs which are
responsible for soil fertility deterioration (Rowé Farid, 2011). Additionally, the technical eféacy of input use is
critical in reaping subsidies’ benefits and depeupisn the quality and appropriateness of inputs@dand Chirwa,
2011).

To enhance the knowledge of quality inputs andntweiase awareness of input adulteration, the Urdes
Agency for International Development (USAID) is mmtly providing fund for a project namely Agro-utp Project
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(AIP) in Bangladesh (Ellicott, 2016). This projeist working for raising awareness of using qualityans mitting

conventional ways to recognize quality and corapgtlication methods among input retailers and fasrti@ough mass
media campaigns such as billboards, booKets, sted cell phone Short Message Service (SMS). fitugct is

committed to identify and combat the adulteratibmlbinputs. AIP supports more than 2500 agroitarts through the
Agro-Inputs Retailers’ Network (AIRN) which is anpiuts training and service provider and works watailers

committed to supply quality agro-inputs, includifegtilizers, to farmers. Therefore, adulterationcontamination of
fertilizers at the farm level becomes one of thgomaroblems regarding the fertilizer marketing thre country.

Ensuring that Bangladeshi farmers have accessgto duality and unadulterated fertilizers is critita the country’s
journey of improving productivity, achieving foodaurity and generating higher incomes (EllicottL 0 In one hand,
intensive cultivation along with climatic pressisdeading to soil depletion.

On the other hand, a combination of weak qualitytimbs and lack of market information results idueed yields
and income potential for the poorest populationsvetnment needs and should take into consideratierfarmer’s
willingness to pay for quality fertilizers in theiging and subsidy policies. In this perspectiteisi necessary that
producers’ willingness to pay for quality fertilizeto be measured. This part of information wilhtdbute to the debate
of fertilizer subsidy policy and appropriate pridecisions by the policy makers. Till date, no emplrresearch has
been conducted in the country to deal with thisigssThis research is an endeavor to extend thadtitee which will
benefit producers, policy makers and governmerg asole. Once we have an idea about the maximunuamntbat
farmers are willing to pay, we can suggest someipsiregarding market prices of fertilizers. Th@ Rfesults together
with the factors affecting WTP of producers’ anaysill help to give an informed decision on thalbility of existing
subsidy policy and fertilizer marketing. Therefottee major objective of the study is to model andlgze the farmer’s
willingness-to-pay (WTP) for fertilizers with enguar quality and assess which factors are affectiogtlgntheir WTP.

2. METHODOLOGY

The whole Bangladesh is divided into eight divisiomhich are further disaggregated into total 64ridis for
administrative purposes. Districts are the prontim@ministrative unit in the country. Each distigansists of several
sub-districts (locally named as upazila) which areher divided into several villages. This reséamovers three
districts namely, Dinajpur, Mymensingh and Tangaiffi northern part of Bangladesh based on the farmin
concentration.From each district, several subidistrare selected. The economy of all the aregsrédominantly
agricultural of which more than 50 percent of tt@dings are engaged in farming activities. Durir@2-14, the
consumption of four major chemical fertilizers @rdSP, MoP and DAP) is recorded as 178, 140 addHdusand
metric tons which represents about 4.2 percentp88ent and 3.2 percent of country’s total femHliconsumption in
Dinajpur, Mymensingh and Tangail districts, respety (BBS, 2014). The research is conducted amhfaousehold
level which is considered as the sampling unit. Theseholds that are engaged in agricultural detviand have
agricultural land are defined as farm household® primary data and information required for anedyttools have
been collected from the sampling units. Based enotijective and nature of the study, sampling ungge identified
through a multi-stage sampling procedure baseduopogive selection. In total, 299 farm householdsewnterviewed
for necessary data collections along with somedaroup discussions and key informant intervievs.iRvestigating
farmers’ willingness-to-pay, probit and orderedlpranodels are employed.

3. CONCEPTUALIZING WILLINGNESS TO PAY

Willingness to pay (WTP) is the foundation of treeromic theory of value. In the neoclassical ecanomodel,
value is measured by willingness to pay for goodd services that are consumed as outputs or usédpats.
Researchers and policy makers consider WTP as etipes individual value or utility for a good, inpar service.
Ward et al. (1991) define WTP as the price that society wdaddwilling to pay for each successive unit of adjoo
indicated by marginal demand or prices. On therdilamd, Boardmaet al. (1996) regards WTP as benefits which are
the sums of the maximum amounts that people woeldilting to pay to get outcomes that they viewiggde. In the
same manner, WTP is defined as the maximum pringyar accepts to pay for a given quantity of gaardservices by
Kalish and Nelson (1991), Kohli and Mahajan (1984 Wertenbroch and Skiera (2002). Therefore,thésmaximum
amount of money that an individual would pay, aleidh a change in policy, without being made waorfe
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Selection and application of a feasible method merasuring WTP is restricted by the time, financd type of
product for which WTP is to be estimated and obsipby research objectives. For our specific redeg@roblem, we
followed direct survey under the stated preferenwghod for revealing farmer's WTP for fertilizerShe stated
preference method has been applied to a wide rahggplied research for measuring willingness ty fi both
marketed and non-marketed products and inputs. fiaithod relies on the hypothetical responses gioratents
regarding their preferences and willingness to fased on the nature of product or input for WP is to be
estimated, one can conduct direct and indirectestsrfor collecting the relevant data. With direatveys, respondents
are asked to directly state how much they wouldvitlng to pay for the product to have some pol@hanges. This is
termed as open-ended surveys. On the other haphndents may be asked to answer several succesgstons on
whether he would or would not buy the product af\gen price or at a range of several given pricesyhich case it
will be closed-ended survey.Since we have colleptedary data by directly interviewing the farmeose question was
asked to the farmers about how much maximum amtnay would be willing to pay for a unit of unaduked
fertilizer considering their financial conditionadacrop prices in a situation where they couldraifa sufficient amount
for their farm on regular basis? Before startingstt questions about the prices, the respondemts explained very
carefully about the quality issues of fertilizeidapata and Carpio(2012) explained the theoretitalctres of
producer’s willingness to pay which imply that timaximum amount of money that a producer is willegmto pay for
quality inputs depends on the changes in farm'ditplevels. Because the use of more efficient ispwith higher
quality levels is expected to reduce costs thatimecarred in producing each additional unit of autpMoreover,
producers’ WTP is an increasing function of finahtity level and output prices.

4. ANALYTICAL TOOLS FOR ANALYZING WILLINGNESS TO PAY F  OR FERTILIZERS

The reliability of WTP estimates depends on both timderlying survey design and the method of eceirion
analysis (Smith, 2007). In this section, we devealopbit and ordered probit model within the contektthe double
hurdle model to analyze empirically the farmer'dliwgness to pay for fertilizer and the factors whinfluences their
WTP. This allows for a more flexible framework t@del a producer’s willingness to pay as a simubbasechoice of
two decisions instead of a single decision as egdy Cragg (1971). The farmers first decide waretiey will pay
more or less than the current market price and theydecide the amount that they will be readpag. Arthuret al.
(1994) argued that the development of this modef articular relevance for analyzing data codécfrom surveys to
reduce biased responses due to presuppositiorteeffethe respondents are not asked first if tvlypay more than
the current price or not, many respondents mayupgses that they should pay more than the markest and hence,
overstate their willingness.

4.1 Empirical model for identifying the factors affemifarmer’s willingness to pay more than the mapkate for
fertilizer

We used a probit regression model for estimatiegrifiuence of factors that affect farmer’s willimgss to pay more
than the current market price of three major iedits (urea, TSP and MoP). Here, the dependerdhtarused in the
model has only two outcomes: will the farmers pagrenthan market price or not? Therefore, we camset the
ordinary Least Square (OLS) method. Instead, wdiexpfimited dependent variable regression modat th, probit
model. The model takes the following form as préseétm Gujarati (2003):

Pr (Y=1] Xi... Xai) = F(B1 Xai+ B2 Xoi+ B3 Xgi ...+ PnXni + &) @)

Where,
Pr = Probalbility;
Y= Farmer’s willingness to pay more than marketei(l: Yes, if farmer is willing to pay more; Ohetwise);
F = Cumulative distribution function (CDF) whichlfaws standard normal distribution;
Xii... Xpi = Factors that affect farmer’s willingness to pagre;
B1... Pn = The parameters estimated using maxi mum liketihestimation (MLE) procedure; and
g = Random component.
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4.2 Econometric model for analyzing farmers’ willingsds pay

The model for analyzing the farmers’ WTP for fertilizer could be specified using a normal
linear probability model (LPM). The LPM model is a simple ordinary least square (OLS) regression
that relates the probability of a ranking occurrence to the attributes of that product. Due to
the discrete nature of the dependent variable, the LPM is constrained by its linear definition,
heteroscedasticity and non—normality of the disturbances (Gujarati, 2003). We ranked the
discrete WTIP responses into six ordinal groups of percentages which makes the conclusion more
readable, convenient and comparable. Hamathet a/. (1997) explain that the utility of preference
or WIP is an ordinal measure and the relative magnitude of the coefficients is more important
than their absolute magnitude. Given the ordinal ranking of the WIP dependent variable, the
ordered version of probit regression model was applied. In this study as WIP takes the form of a
multiple response variable that has intrinsic order, the WTP model can be written using a latent
variable as follows:

WTP" = X +&(2)

Where,
WTP” is the farmer’s unobserved willingness to pay;
Xiis a vector of variables thought to influence wijhess to pay;
Bi is a vector of parameters reflecting the relatgméetween willingness to pay and variable¥irand
& is an independently and identically distributegbeterm with mean zero and variance one.

If a farmer'sWTP” fa|s within a certain range, their WTPis assi%aedqmerical value that reflects the category in
which their unobserved willingness to pay lies. refere, If ¥i-i = VIF' 2% then,v =j-1forallj=1,...,J
Where, j is the WTP category apdre unknown threshold parameters associated witR @étegories. These unknown
threshold parameters are estimated along Byislssumingt-+ = —o, Ya =0 and”1 = o« (Senturk, 2009).Theoretically,
willingness to pay is determined by the changeautility from the choice made by an individual (Clietd&
Magnusson, 2003). Also WTP is likely to vary acrosdividuals. Therefore, it is rational to use tt@ationship
between WTP and factors affecting WTP to prediet phobability of a farmer's WTP within a certaimege. The
difference in these probabilities indicates the nckaof that consumer's WTP being between the défiesels.
Specifically, the probability of having a WTP betmetwo defined WTP levels is:

Pr(WTR<WTP < WTR) = Pr (Xgi +&i<¥1) — Pr (3B +&i<7z) ®©))

Where, Pr is the probability; WERNnd WTR are two limits of WTP; anis and¥z are threshold changes in utility
consistent with the WTP limits. Further, accordtagCranfield and Magnusson (2003), we can exptesgtobability
of a farmer's WTP being in one of J finite WTP cpiges as follows:

Prov=j-1)=0 () -Xp) -© ("1 -Xp)  (4)

Where,® is the cumulative density function (CDF) which s the probability of WTP being in one of theRVT
category. The discrete nature of WTP implied thepdidn of either ordered probit or logit regressimodels to
accomplish the model estimation. Both models apraiate in dealing with discrete dependent vdesiland adjust
better to a probability curve by using a logistitlaa normal distribution function to estimate thel@ability of a certain
WTP range. They also have the advantage that ility fuinction itself remains linear in the parames. The difference
between the output of an ordered probit and Isgminimal (Gujarati, 2003; Greene, 2003), althoagiered probit is
preferred when the order value of the dependerdblaris important. Therefore, an ordered probitietds used in this
research.

The ordered probit model allows for the calculatadrpredicted probabiliies for each WTP categong anarginal
effects like other probability models. When caltethat the means of the data, predicted probassilitndicate the
chance of anindividual being willing to pay a jgrialling within each of the categorical WTP levéliese can be used
to measure the level of farmer's WTP for differéantilizers. The estimated coefficients obtainexhirthe model should
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be interpreted in the sense that they affect tlabahility that a certain event will occur. Margineffects of the
explanatory variables on the predicted probabdlitiéll be calculated from the parameter estimaféken calculating
marginal effect for a particular explanatory vat@lall other variables assume their respectiveageevalues. As such,
the marginal effect for the considered variablenshthe change in the predicted probability for eCHP category for
an average farmer. Such information could provéiquaarly useful in guiding pricing decisions. Wetiesate separately
three probit and three ordered probit models foegmutrient fertilizers namely, urea, TSP and MoRe empirical
models are estimated using fobit andoprobit commands in Stata 12 through maximum likelihoaihedion for
probit and ordered probit models, respectively.

5. DESCRIPTION AND MEASUREMENT OF VARIABLES USED IN TH E MODELS
5.1 Dependent variables

The dependent variable used in the probit modelbsnary response variable taking the value of théf farmer is
willing to pay more than market price for a unitagufality fertilizer and 0 if the farmer is not wilhy to pay more.As
there is prevailing market prices for fertilizefisst atte mpt was made during field survey to explahether farmers are
willing to pay more than the current market prioe &n upgradation of fertilizer quality and alseo fetting regular
extension services for checking adulteration car@ig their financial condition and crop prices ydion of farmers
willing to pay more than the market prices for elifint fertilizers has been presented in Table &aUertilizer is
subsidized more as compared with other fertiliz&«sa consequence, proportion of farmers willingp&y more than
market price is higher for urea fertilizer. Considg farm size classification, farmers respondedifig with their
economic conditions. Few marginal farmers exprhes wviews that they can accept slightly higher keaprices than
the existing prices for quality inputs. They argukdt, governments have to ensure good qualitififers at the field
level with lowest possible prices that are affotdab them. On the other hand, more than 50 pemecdfum and large
farmers were prepared to pay a higher market ffioicarea while for TSP and MoP, one third of toteddium and large
farmers responded positively. Their view was likggovernment can ensure the quality, they will bady to pay a
higher price as the current market prices wererddfidle to them. Tripe super phosphate is relatiggpensive and most
of the farmers (about 72 percent) replied negafit@lpay a price higher than the existing marketepeven for a good
quality assurance.

Table 1: Percentages of farmers willing to pay mbas the market price

Farm categoriés Fertilizers

Urea TSP MoP
Marginal 30.23 16.28 20.93
Small 42.95 2756 32.05
Medium 50.59 3294 37.65
Large 53.33 33.33 40.00
Total 43.81 27.76 3244

Source: Author's calculation

For ordered probit model, the dependent variable iange of willingness to pay categories. Theardpnts were
asked to indicate their WTP in actual monetary amwinstead of percentage amount, which helps ttee avoid
mental calculations and to be reflective of a tetairket situation. The responses were then cladsdifito six groups of
WTP to facilitate the comparison of explanationsdiferent fertilizers and for different farm sigeoups. The groups
were then coded as WTP=1 for first category, 2tiersecond WTP category, 3 for the third categérgr the fourth
category, 5 for the fifth category and 6 for thetlsicategory. The ranges of possible WTP categ(aies percent of the
base value i.e., market price) and the distribuddMVTP responses are presented for urea and Mdgble 2 and for

2Sample farmers are categorized into four farm gipips following the classffication of DepartmeffitAgricultural Extension (DAE): (1)
marginal farmers (operating between 0.02 and 0.2fHand); (2) small farmers (operating between @@ 1.0 ha of land); (3) medium farmers
(operating between 1.0 and 3.0 ha of land); argléarmers (operating above 3.0 ha of land).
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TSP in Table 3. Here, the classification criterid\T P categories are different for TSP which wasealto incorporate
all the responses.

Table 2: Distribution of WTP responses for urealsiad®

WTP category Code Urea MoP
Frequency % Frequency %

Willing to pay 11- 20 % less 1 45 15.05 36 12.04
Willing to pay 01-10 % less 2 47 15.72 38 12.71
Not willing to pay more or less 3 24 8.03 47 15.72
Willing to pay 01-10 % more 4 81 27.09 73 2441
Willing to pay 11- 20 % more 5 55 18.39 82 2742
Willing to pay >20 %more 6 47 15.72 23 7.69

Source: Author’s calculation

Table 3: Distribution of WTP responses for TSP

WTP category Code Frequency Proportion

Willing to pay 16- 30 percent less 1 53 17.73
Willing to pay 01-15 percent less 2 104 34.78
Not willing to pay more or less 3 55 18.39
Willing to pay 01-15 percent more 4 36 12.04
Willing to pay 16- 30 percent more 5 32 10.70
Willing to pay >30 percent more 6 19 6.35

Source: Author’s calculation
5.2 Predictor variables used in empirical models depelbto analyze farmer's willingness to pay

We assume that whether a farmer is more likelyxfress a higher price compared to the existing etgukice is
influenced by various social, demographic and endadactors. At the same time, economic theory Atedature
indicate that farmer's stated WTP for quality fézér is a function of their individual preferencasd expectation
regarding product yield and prices, income andnitiel capabilities to bear input cost, satisfactieith fertilizer
subsidy policies, as well as household and dembigragharacteristics such as education, land holdiatus, etc. All
these factors will have an impact on the probagdibf choosing a particular WTP range. Changedifterences in
these factors will have a bearing on the actudingihess to pay and probability associated witkergatn WTP range.

In this context, farmer's choice of a particular Wiange is composed of a deterministic componeshtaarandom
component. The deterministic component reflectendable and specific factors that influence thei@holhe random
component represents unobservable factors, sushddservable variations in preferences, randonvihgidl behavior
and measurement error. Consequently, WTP dependbeoichange in the deterministic and random factohe
measurement of unobservable factors and variai®beyond the capacity of a researcher. Theretoreymber of
different observable explanatory variables aretidet! in both probit and ordered probit models. feasurement and
descriptive statistics of these explanatory vagaldre shown in Table 4.

All the variables are same in two models exceptidtivable land and off-farm income variables. yaltamount of
cultivable land (decimal), a farmer own is entessda quantitative variable in the probit model. Hoer, this variable
enters as a qualitative variable representing flaum size categories (marginal, small, medium angdd) in the ordered
probit model to investigate WTP. Following the radé using dummy variable in the regression, threenchies for
marginal, small and medium farm size categoryackided omitting the large farm category whichhis base category
in this situation. The omitted reference variallsélected arbitrarily. Nevertheless, interpretatibresults is relative to
the omitted reference variable for that categorgudstion. The dummy variable off-farm e mploymeppartunity is
used in probit model taking the value of 1, if faemer has alternative sources of income rathem faeming and 0,
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otherwise. On the other hand, share of off-farnoine in total income, which is a quantitative valélis entered in

ordered probit model.

Table 4: Measurement of explanatory variables usedonometric models

Variables Measurement unit Mean Standard deviation
Cultivable land Decimal/household 213.86 205.07
Dummy of cultivable land
Marginal farm group 1= marginal farm, 0= othesevi 0.14 0.35
Small farm group 1=small farm, 0= otherwise 205 0.50
Medium farm group 1= medium farm, 0= otherwise .280 0.45
Large farm group 1=large farm, 0= otherwise 0.05 0.22
Homestead area Decimal/household 2173 18.31
Off-farm employment opportunity Dummy: 1= yes, G=n 0.55 0.49
Off-farm income share Ratio 1331 15.87
Annual income BDT/household/year 175,626.11 136 A¥1
Product yield Ton/hectare 6.05 1.56
Product price received BDT/Kg 1763 2.09
Satisfaction with subsidy policy Dummy: 1= yes, 1= 0.31 0.64
Fertilizer purchasing capability Dummy: 1= yes, 1= 0.27 0.69
Credit access Dummy: 1= yes, 0=no 0.44 0.49
Getting expected yield Dummy: 1= yes, 0= no 0.49 500.
Getting expected product price Dummy: 1= yes,®=n 0.46 0.49

Source: Author's calculation
2 The variable was dropped during estimation

Summary statistics of cultivable land show thaawerage, farmers have 214 decimal of cultivabld.ldajority are
small farm households (52 percent) on the baseuldizable land they own while 14 percent are maaki28 percent
are medium and only 5 percent are large farms.aMeeage size of household’'s homestead area is @3odécimal.
The spread amongst the households is 18 decimalutAtb percent of farmers have no involve ment fifarfn income
gererating activities which restricted their sosroé getting an additional income besides farmkaym household’s
off-farmincome share in total income is only abb8tpercent. The household’s earn about BDT 175@&26/ear. The
annual income differs among the farm householdg wrch. On average, farmers get 6 ton of paddy fidmectare of
land and they receive BDT 18 for one kilo of paddyhe market when they go for selling. Majoritythé farmers (69
percent) are either dissatisfied with subsidy polar do not express any views. About 73 percenindas face
difficulties while buying fertilizer in time and inght quantities due to monetary crisis. Amongnthé&6 percent
manage the liquidity problem by taking loan fronffetient credit institutes. Among sampled farmer3,pércent get
their expected yield from paddy cultivation whilé percent do not get expected market price foptbduce.

6. RESULTS AND DISCUSSION
6.1 Factors influencing the probability of farmer’s Wilgness to pay more than market price for diffefentilizers

Table 5 reports the marginal effects of the prebitmation. We find the estimated coefficient foe farm size is
positive valued and statistically significant féwae fertilizer type. On average, an increase enfénm size by 100
decimal increases the probability of a farmer'dinginess-to-pay more than the market price by aBopercent, 4
percent and 8 percent for urea, TSP and MoP, régplsc other factors remaining unchanged. Thisitesonforms to
the realty in the country context. Moreover, higipeobability associated with higher farm size islime with the
findings of Barkagt al. (2010). Compared to medium and large farmers, imalrgnd small farmers have less income
from agricultural and nonragricultural sources. &\sesult, they are more constrained by financighbdity. Medium
and large farmers can actually afford and williagoay a higher price for fertilizers.
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Table 5: Factors influencing the probability ofrfar’s willingness to pay more than market pricedidierent fertilizers

Variables Urea TSP MoP

Marginal SE Marginal SE Marginal SE

effect effect effect

Cultivable land (decimal) 0.06 7%+ 0.024 0.035** 0.012 0.081** 0.026
Off-farm employment
opportunity (1=yes) 0.086 0.141 0.127* 0.023 0.152** 0.061
Annual income (BDT) 0.009%* 0.067 0.002** 0.052 0.006*** 0.106
Product yield (ton/ha) 0.033 0.085 0.020 0.049 0.044 0.057
Product price (BDT/kg) 0.023** 0.014 0.015* 0.003 0.030** 0.008
Satisfaction with subsidy
policy (1=yes) 0.082* 0.032 0.061 0.139 0.105** 0.063
Fertilizer purchasing
capability (1=yes) 0.055 0.056 0.063** 0.017 0.098 0.055
Model summary
LR ch? (7) 5331 3091 3762
Prob> cht 0.000 0.000 .000
Pseudo R 0.14 0.09 0.11
Log likelihood -168.35 -161.15 -18807

Source: Author's estimation
Note: *** ** and * represent statistical signifinaee at 1%, 5% and 10% level, respectively
SE = Standard Error

Whether the farmers have off-farm employment oppity has positive and significant impact on farsher
willingness-to-pay more for TSP and MoP but insfigaint impact for MoP. In particular, farmers whavk alternative
employment sources outside agriculture are likelpay more than market price as compared to thbsedepends on
only farming income. This increases the probabitifypaying more by about 13 percent and 15 perfigrt SP and
MoP, respectively. Urea price is comparatively lowed affordable to farmers than other fertilizatich make the
effects of fertilizer purchasing capability insifioiint. In all the models, household’s annual ineohas significant
impact. The positive coefficients imply that ricHarmers are more likely to pay a price higher thaarket prices for all
fertilizers. The estimated coefficients can berpteted as if household’s annual income increagelOtpercent, it will
increase, on average, the probability of willingemy more by 9 percent, 2 percent and 6 percentris, TSP and
MoP, respectively, keeping other variables as ungéd (Table 5). This actually indicates that fasmeith higher
income can afford higher market prices of fertiliehave ensured quality.

As revealed from field survey, farmers keep moterdibn on paddy price than fertilizer market psicelere, the
product price variable turns out positive and digant in all three models. Farmers who get highrézes for paddy are
more likely to pay higher for quality fertilizergVith increased output return they can offset thmitrcost which raises
the probability of paying more. Holding other vaties as constant, an increase of BDT 1 per kg adyparice will lead
to, on average, an increase of 2 percent, 1.5 pieacel 3 percentin the probability of paying mti@n market price for
urea, TSP and MoP, respectively.

The qualitative variable ‘satisfaction with subsiglglicy’ turns out positive. If the farmers areistéd with current
market prices, this will increase the probabilifylling-to-pay more than market prices by 8 peiced percent and 11
percent for urea, TSP and MoP, respectively as aoedowith their counterparts. The magnitude of faciefit is lower
and insignificant for TSP because its market pikce€omparatively higher. The farmers treated tlsisaarelatively
expensive fertilizer and they wished a lower pr&gen for unadulterated TSP.Farmer's WTP is alsdtipely
influenced by fertilizer purchasing capability. Téstimated coefficient turns out significant forPL®uring production
stages, farmers first try to ensure the adequate@imrea as it has immediate visible effects. U8®of TSP depends to
an extent on farmers purchasing capability afteruse of urea.
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6.2 Farmer's willingness to pay for fertilizer

For ascertaining how farmers decide about the hatnaunt of their willingness to pay for fertilizex accomplished
by using an ordered probit model. This model alldaisparameterizing different WTP categories thafaamer is
willing-to-pay for quality fertilizer. Parameter tavates of the ordered probit model run for thresilfzer categories,
urea, TSP and MoP separately, are presented ire Babbince the ordered probit model is non-lin¢ze, estimated
coefficients are not marginal effects. The intetglion of estimated coefficients alone is not sanmegful. The signs of
the regression coefficients indicate the directideffect of each explanatory variable. Since ehérgank indicates a
higher willingness to pay for fertilizer than itgsiging market price, WTP increases with a posiiign and decreases
with a negative sign of respective explanatoryalslgs. The magnitude of the coefficients is momapmex to interpret
because the ordered probit function uses a normséibdiion to adjust the probability curve for théeferent WTP
thresholds. Therefore, the sign and significancéhefvariables imply the importance of a particwariable to the
farmers in deciding about their WTP. As such, é¢oesfifit estimates and marginal effects are discusspdrately.

6.2.1 Explanation for parameter estimates obtained fradeoed probit model

The estimated models for urea, TSP and MoP haved &out 0.2, 0.2 and 0.3, respectively. The hufiothesis
that the estimated coefficients are joinlly eqoatéro is rejected at the one percent level ithadle models. Estimated
threshold levels defining the different WTP catégmrare all positive and significant at the onecget level which
implies that the model specification is correcte3d threshold parameters were normalized to zetngdestimation.
Out of 13 estimated coefficients, eight are sigaifit in the model estimated for urea and TSP wkesesen variables
show significant impact in case of the estimatedief®mfor MoP. Table 6 reveals that coefficientstfer marginal farm,
small farm and medium farm categories dummy vaesbbff-farm income share and annual income vassalire
significant in all the models. These variables espnt the farmer's economic condition in the sycieid as such, are
most important factors for determining the amouhfaomer's WTP for any attribute change in fertliz Only the
marginal farm has negative sign in the models whigblies their willingness to pay low prices foraljty fertilizers as
compared to large farm category. Product yield sEgmificant factor determining amount of WTP fanatjty TSP.
Farmer's WTP for urea and MoP is significantly grakitively influenced by market prices which theceive by
selling paddy.

‘Small farm’ and ‘satisfaction with subsidy policglummy variables appear with negative sign in thedeh
estimated for TSP while the later having positivgnidicant impact at the five percent level in caseurea. The
coefficient for the dummy ‘getting expected pri¢ains out significant in case of urea whereas thardy variable
‘fertilizer purchasing capability’ is significanhimodel for TSP and MoP (Table 6). Credit accefecesf WTP for TSP
positively and significantly. This implies that,rfeers consider their perception and satisfactiqyamding fertilizer
subsidy policy in deciding about their WTP for urelaich is the major nutrient component for paddijication. On the
other hand, WTP for TSP depends on their purchasapgbility and credit access during paddy produgteriod.

Table 6: Maximum likelihood estimates of the ordkpeobit model

Variables Urea TSP MoP
Coefficient SE Coefficient SE Coefficient SE
Marginal farm (dummy) -0.215** 0.046 -0.235%** 0.06 -0.218*** 0.049
Small farm (dummy) 0.169** 0.053 -0.137* 0.027 P+ 0.058
Medium farm (dummy) 0.172** 0.034 0.250*** 0.055 1G.1%* 0.041
Homestead area (decimal) 0.012 0.114 0.014 0.015 0110. 0.087
Off-farm income share (ratio) 0.064*** 0.001 0.057* 0.003 0.085** 0.002
Annual income (BDT) 0.051*** 0.011 0.032* 0.007 0B9** 0.007
Product yield (ton/ha) 0.030 0.138 0.025* 0.009 016 0.138
Product price (BDT/kg) 0.042*** 0.014 0.029 0.018 .0D6** 0.005
Satisfaction with subsidy
policy (1=yes) 0.191*  0.035 -0.142  0.123 0.169 0.131
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Fertilizer purchasing

capability (1=yes) 0.084 0.115 0.156* 0.028 0.118* 0.119
Credit access (1=yes) 0.111 0.126 0.112* 0.022 7.0 0.126
Getting expected yield

(1=yes) 0.156 0.129 0.055 0.131 0.109 0.131
Getting expected product

price (1=yes) 0.133** 0.039 0.079 0.130 0.161 0.141
Threshold parameters

¥ 2.833* 0.805 3.489%** 0.603 2.045%* 0.523
¥z 2.126%** 0.603 2.475% 0.502 1.595%* 0.424
¥a 1.677* 0.195 3.985%** 0.823 1.251%* 0.322
T 3.951%** 0.735 2.574% 0.685 3.496%* 0.682
s 2.342% 0.354 1.970%* 0.299 1.889%* 0.385
Model summary

LR chi? (13) 29.86 21.03 28.69
Prob> cht 0.001 0.032 .012
Pseudo R 0.19 0.21 0.27
Log likelihood -306.95 -482.09 -399.31

Source: Author's estimation
Note: *** ** and * represent statistical signifinee at 1%, 5% and 10% level, respectively
SE = Standard Error

6.2.2 Explanation of predicted probabilities associatdthveach willingness-to-pay category

The estimated predicted probabilities for the sikR\¢ategories, evaluated at the sample means dfthe has been
estimated and presented in Table 7 for urea, T8PMoP. The higher predicted probability for a catggndicates a
strong likelihood that the average producer isimgHto-pay within that range of price. It has beerealed that the
predicted probability is highest (0.283) for foufir P category for urea. That means farmers, inrgérare willing-to-
pay one to ten percent more than the market pdcerrea. For TSP and MoP, the maximum predictet ghitity is
observed in second and fifth WTP category, respelsti This indicates that farmers have the mogililood of paying
in between one to fifteen percent less than manke¢ for TSP and eleven to twenty percent more tha market price
for MoP.

Table 7: Predicted probability of wilingness-toypeategories for fertilizers

Fertilizers Willingness to pay categories

WTP=1 WTP=2 WTP=3 WTP=4 WTP=5 WTP=6
Urea 0.073 0.155 0.156 0.283 0.184 0.073
TSP 0.176 0.358 0.184 0.121 0.106 0.056
MoP 0.146 0.127 0.124 0.259 0.275 0.067

Source: Author’s estimation
6.2.3 Factors influencing farmer’ willingness-to-pay ftartilizer

The marginal effects of the explanatory variablestle probability of selecting a willingness-to-pegtegory are
presented in Tables 8, 9 and 10 for urea, TSP afd, késpectively. The sum of the marginal probtdslifor six WTP
categories is equal to zérbecause an increase in the probability in onegoayeshould be equated by a corresponding
decrease in the probability in another categorycategories. The estimated marginal effects for éRpglanatory
variables are interpreted and discussed below:

% Since the sum of the probabilities for the WTRegaties is one, the change in probabilities for W@Rgories is equal to zero.
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Marginal farm: WTP of a particular farm group varies accordingyipes of fertilizer. This dummy variable has
positive marginal effects for the first three WTdagories in case of urea and MoP and for firstdategories in case
of TSP while having negative effects for the reSINI'P categories, respectively. It implies thataarfer, falling in
marginal farm category, is more likely to pay lélsan market price for all three nutrients. They @verage marginal
farmer has the most likelihood of paying one togercent less than market price for urea and MaPl&rto 30 percent
less than market price for TSP as evident fomdaBl, 9 and 10, respectively. The results pointheddfact that they
cannot actually afford current market prices ofieuts as relative to large farmers and want tolpsy even for quality
fertilizers.

Small farm:For small farm category, we have mixed results ofPMor three nutrients. Small farm category
increases the probability of farmers’ willingnesspaty more than market price for urea and MoP widlduces the
probability of willing-to-pay more than market peifor TSP as we observe positive marginal effemtdaft three WTP
category for the formers and negative marginalcédféor last four categories in case of the late. d=alling in small
farm category increases the probability of willittgpay one to ten percent and eleven to twentyepgnamore than
market price for urea and MoP by 18 percent angdment, respectively. For TSP, it increases thdalility of
willing to pay one to fifteen percent less than ka&price by 6 percent.

Medium farm: Marginal effect for medium farm indicates that ofei@ge, a medium farmer is likely to be willing
and afford to pay a price which is more than theenu market price for three fertilizers to somdeats. The dummy
variable has positive marginal effect for WTP catégs which are classified as higher than markeepr Belonging to
medium farm category reduces the probability oflimgtto-pay a price less than market price. On ager their
likelihoods tend to be stronger for paying oneittedén percent more than market price for TSP dedem to twenty
percent more than urea and MoP market price, résgkc

All other things being equal, estimated margindea$ for three farm size categories suggest greatéability
among the groups. The probability of a farmer taiing to pay a certain price range for qualigrtflizers is found to
be closely associated with its’ landholding claategory. All farmers except marginal farmers hadee most probability
of being willing to pay more than market prices @madulterated urea and MoP. But for TSP, both mak@nd small
farmers are more likely to be willing to pay lesmnt market price as compared with medium and léageers.
Marginal farmers’ purchasing capability is loweraththe current market prices for three fertilizefbey find it
somewhat difficult to apply the fertilizers in righuantities and in right ime due to financial staints. They do not
want to spend some extra money for quality fegi§z These results suggest scope for differentmubsidy policies for
farm size groups.

Homestead area Amount of homestead land, a farmer has indichisdsocial status and also the strength of his
income. Although this variable has insignificantrgiaal effect but the effects are positive for lRgWTP categories
for all fertilizers. The results can be interpretedan average farmer with higher homestead lasithieamore likelihood
of being willing-to-pay more than market prices f@aving quality input. Higher homestead land inplibe farmers can
gererate extra income from rearing livestock anckyard poultry, vegetables, fruits, etc. which ewes their
purchasing capability and willingness for improwedvices.

Table 8: Marginal effects of the factors influermcthe amount of farmer’ willingness-to-pay for ufetilizer

Variables Willingness-to-pay categories
WTP=1 WTP=2 WTP=3 WTP=4 WTP=5 WTP=6
Marginal farm (dummy) 0.115* 0.289*** 0.149** -0.124** -0.154*** -0.275%*
(0.033) (0.039) (0.029) (0.045) (0.046) (0.039)
Small farm (dummy) -0.120%** -0.107*** -0.059**  0.183*** 0.091*** 0.013**
(0.025) (0.032) (0.028) (0.053) (0.042) (004)
Medium farm (dummy) -0.085*** -0.073*** -0.033**  0.070*** 0.107*** 0.014**
(0.011) (0.015) (0.013) (0.027) (0.049) (0.007)
Homestead area -0.003 -0.002 -0.002 0.004 0.002 0.001
(0.005) (0.006) (0.006) (0.008) (0.005) (0.001)
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(decimal)

Off-farm income share -0.056*** -0.046*** -0.032**  0.065*** 0.053*** 0.016%*
(0.012) (0.007) (0.004) (0.030) (0.015) (0.004)

Annual income (BDT) -0.0062**  -0.0037**  -0.0028**  0.0034***  0.0075*** 0.0018***
(0.0019) (0.0012) (0.0010)  (0.0016) (0.0018) (0.0005)

Product yield (ton/ha) -0.019 -0.015 -0.009 0.019 0.013 0.010
(0.019) (0.023) (0.011) (0.033) (0.018) (0.032)

Product price (BDT/kg) -0.025** -0.022+** -0.013**  0.031*** 0.018*** 0.011%*
(0.004) (0.005) (0.002) (0.004) (0.006) (0.004)

Satisfaction with subsidy -0.027* -0.031** -0.015** 0.041* 0.022** 0.010**
policy (1=yes) (0.005) (0.012) (0.005) (0.005) (0.082) (0.029)
Fertilizer purchasing -0.042 -0.024 -0.057 0.038 0.051 0.033
capability (1=yes) (0.036) (0.019) (0.092) (0.026) (0.015) (0.027)
Credit access (1=yes) -0.016 -0.018 -0.009 0.026 0.015 0.002
(0.018) (0.021) (0.020) (0.035) (0.017) (0.029)

Getting expected yield -0.022 -0.025 -0.012 0.020 0.026 0.013
(1=yes) (0.018) (0.021) (0.023) (0.036) (0.271) (0.030)
Getting expected product -0.016** -0.017** -0.012** 0.019** 0.018** 0.008**
price (1=yes) (0.003) (0.008) (0.004) (0.004) (0.002) (0.003)

Source: Author’s estimation
Note: ** ** and * represent statistical significae at 1%, 5% and 10% level, respectively; Figuritkin the parentheses
indicate standard errors

Off-farm income share: Diversity in the sources of income have an imgattfarmers’ decision of WTP for a
particular quality changes as it gives some seicuame to avoid occasional financial crisis for imgyfertilizers during
production. The higher the share the higher wiltheechance of being willing to pay more for fazék to have quality
services. This variable shows a significant andtpesinfluence on WTP category. The marginal effscpositive for
the last three WTP categories for urea and MoPfamidst four categories for TSP. As the ratio &ffarm income to
total income increases, the probability of beindlimg to pay less than market prices decreasesevth# probability of
being willing to pay an amount more than marketgsiincreases, all other things being unchangee .nfdgnitude of
marginal effect is highest for fourth WTP categerich indicated farmer’s highest likelihood for jray in between
one to ten percent more for urea and MoP and offii@éen percent more than market price for TSPo{@® 8, 9 and
10).

Annual income: A similar result is noted for the variable annuaome of the households, which suggests that
respondents who have higher household income are likely than their counterparts to pay a highécefor getting
better quality fertilizers. Total annual househmicome reflects the scope of commercial orientatind the economic
situation of the farmers. It represents the farrosiedold’s total income earned from different sosiiceluding both
farm and non-farm activities. To the extent thathleir income households have the ability and canwafb pay more, it
is logical that they would be willing to pay a heghprice in order to receive improved attributesimpfuts from the
government. However, the magnitudes of the margiffact are highest for fifth WTP category for ussad MoP and
for fourth category in case of TSP. On averaganifual income increases by 10 percent, it increthseprobability of
being willing-to-pay eleven to twenty percent meoan market price by about 8 percent and 17 perfoenirea and
MoP, respectively. The same increase in annualniaceaises the probability of being willing-to-pageoto fifteen
percent more than market price for TSP by onlyrgq keeping all other variables as constant.

Table 9: Marginal effects of the factors influercthe amount of farmer’ willingness-to-pay for TRtilizer

Variables Willingness-to-pay categories
WTP=1 WTP=2 WTP=3 WTP=4 WTP=5 WTP=6
Marginal farm (dummy) 0.117%*  0.042%** -0.020*** -0.042** -0.037*** -0.059***
(0.037) (0.014) (0.005) (0.011) (0.007) (0.023)
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Small farm (dummy) 0.033*** 0.060*+* -0.014** -0.022%** -0.031*** -0.027%*

(0.015) (0.022) (0.002) (0.003) (0.014) (0.011)

Medium farm (dummy) -0.068*** -0.091%* 0.037** 0.064*** 0.032+** 0.026**
(0.022) (0.038) (0.005) (0.014) (0.005) (0.009)

Homestead area -0.001 -0.006 0.002 0.002 0.001 0.001
(decimal) (0.001) (0.053) (0.023) (0.035) (0.051) (0.043)
Off-farm income share -0.011** -0.057** 0.012%** 0.026*** 0.023*** 0.006**
(0.003) (0.009) (0.002) (0.010) (0.005) (0.003)

Annual income (BDT) -0.0060*  -0.0032* 0.0021** 0.0031** 0.0026** 0.0014*
(0.0015) (0.0012) (0.0009) (0.0005) (0.0011) (0.0004)

Product yield (ton/ha) -0.011** -0.048** 0.025* 0.021** 0.012** 0.001*
(0.003) (0.013) (0.011) (0.06) (0.004) (0.0003)

Product price (BDT/kg) -0.018 -0.009 0.011 0.009 0.004 0.002
(0.080) (0.043) (0.019) (0.029) (0.014) (0.013)

Satisfaction with 0.056 0.118 -0.004 -0.022 -0.031 -0.117
subsidy policy (1=yes) (0.037) (0.018) (0.001) (0.004) (0.019) (0.146)
Fertilizer purchasing -0.031** -0.016** 0.007* 0.016* 0.013** 0.011**
capability (1=yes) (0.007) (0.006) (0.002) (0.005) (0.006) (0.003)
Credit access (1=yes) -0.029** -0.015** 0.015* 0.012** 0.010* 0.007*
(0.013) (0.005) (0.007) (0.004) (0.004) (0.003)

Getting expected yield -0.014 -0.008 0.003 0.005 0.007 0.006
(1=yes) (0.058) (0.018) (0.058) (0.027) (0.018) (0.042)
Getting expected -0.042 -0.022 0.021 0.018 0.015 0.010
product price (1=yes) (0.086) (0.028) (0.060) (0.054) (0.048) (0.035)

Source: Author's estimation
Note: ** ** and * represent statistical signifioae at 1%, 5% and 10% level, respectively; Figuritkin the parentheses
indicate standard errors

Product yield: Product yield represents the amount of output@da gets from a unit of land. Quality fertilizease
a pre-condition for attaining better yield. Prodyield imposes an insignificant impact on farmefgTP for urea and
MoP while executes significant impact for TSP. dstpositive sign on higher WTP levels and negatige on lower
WTP levels. The same amount of unadulterated intilwill bring improvement in product yield andrfigers can
realize amplified return from farming which enhastiee probability of paying more for fertilizers.

Product price received In deciding about the use of fertilizer, markste for output is an important consideration
for farmers. When a farmer gets an enhanced yieddaagood price for his output, he will try to d¢vdite his land more
intensively. As contrast to product yield, prodpcte received by the farmers have a positive Saogmit impact on
WTP levels for urea and MoP but insignificant impao WTP level for TSP. As the final profit levebfn farming
depends on the market price for the produces, faromnsider this variable to be more importanhandecision of their
willingness-to-pay than product yield. If farmerst digher prices for products, their likelihood dying more for
fertilizer increases, while the probability of lom\&TP categories falls.

Satisfaction with subsidy policy: As the subsidy policy of Bangadesh is realizewulgh the market prices, the
farmer’s satisfaction with subsidy is important riiaking the decision of willingness to pay. We obeedifferent
results, both in terms of magnitude and signs iz variable in three different models estimatedtfree fertilizers.
This dummy variable shows significant marginal etfefor urea while having insignificant marginaeets for TSP and
MoP. The marginal effects for urea and MoP camierpreted as farmer’s satisfaction with subsidicponcreases the
chance of being willing to pay a higher price whigelucing the chance for willing-to-pay for loweices. On the other
hand, in case of TSP, it should not be interpretedsatisfaction with subsidy policy reduces thebability of
willingness-to-pay more than market price. Insteak plausible explanaton of negative signs forheigWTP
categories is that the farmers who are satisfigt sabsidy policy and current market price stiliniva lower price for
TSP. This increases their likelihood of payingtfteeo WTP categories.
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Table 10: Marginal effects of the factors influemcihe amount of farmer’ willingness-to-pay for Mitilizer

Variables Willingness-to-pay categories

WTP=1 WTP=2 WTP=3 WTP=4 WTP=5 WTP=6

Marginal farm (dummy) 0.002** 0.168*** 0.066*** -0.039**  -0.109*** -0.088***
(0.001) (0.036) (0.022) (0.006) (0.027) (0.023)

Small farm (dummy) -0.155%** -0.080*** -0.042+** 0.162**  0.107*** 0.008**
(0.043) (0.034) (0.019) (0.054) (0.024) (0.006)

Medium farm (dummy) -0.142%** -0.052+** -0.021** 0.028**  0.128*** 0.059***
(0.039) (0.015) (0.010) (0.007) (0.019) (0.015)

Homestead area -0.005 -0.002 -0.001 0.004 0.002 0.003
(decimal) (0.085) (0.038) (0.028) (0.068) (0.087) (0.047)
Off-farm income share -0.073*** -0.044*** -0.023** 0.076™*  0.035*** 0.029***
(0.013) (0.011) (0.008) (0.013) (0.007) (0.005)

Annual income (BDT) -0.0145%*  -0.0065*** -0.0034**  0.0060*** 0.0169*** 0.0011**
(0.0031) (0.0014) (0.0006) (0.0017)  (0.0032) (0.0003)

Product yield (ton/ha) -0.013 -0.005 -0.002 0.005 0.011 0.004
(0.032) (0.014) (0.002) (0.025) (0.032) (0.018)

Product price (BDT/kg) -0.012%** -0.004*** -0.007*** 0.006™*  0.013*** 0.004%**
(0.003) (0.001) (0.002) (0.002) (0.006) (0.002)

Satisfaction with subsidy -0.129 -0.059 -0.026 0.054 0.130 0.032
policy (1=yes) (0.131) (0.427) (0.069) (0.055) (0.311) (0.016)
Fertilizer purchasing -0.072** -0.054** -0.017** 0.052** 0.068** 0.024*
capability (1=yes) (0.077) (0.123) (0.064) (0.036) (0.130) (0.031)
Credit access (1=yes) -0.043 -0.019 -0.010 0.005 0.044 0.023
(0.029) (0.013) (0.057) (0.042) (0.043) (0.258)

Getting expected yield -0.051 -0.023 -0.012 0.004 0.053 0.028
(1=yes) (0.030) (0.035) (0.073) (0.013) (0.051) (0.172)
Getting expected product -0.126 -0.066 -0.016 0.031 0.102 0.074
price (1=yes) (0.089) (0.086) (0.029) (0.026) (0.305) (0.165)

Source: Author's estimation
Note: **, ** and * represent statistical signifioae at 1%, 5% and 10% level, respectively; Figuritkin the parentheses
indicate standard errors.

Fertilizer purchasing capability: This variable captures whether farmers face firdnerisis for purchasing
fertilizer during production period or not. Farmevho always have difficulties in buying fertilizefer production
cannot actually use adequate amount at the cdimeetin absence of adequate credit facilities. Thilywish to have
lower market prices for fertilizer even if govermmbeprovides better quality products. The marginfféa of this
dummy variable is positive for higher WTP categetiet negative for lower WTP categories in threereged models.
The farmers’ budget constraint limits the extentvtich one can pay a higher price for fertilizets1 average farmer,
having the capability to purchase fertilizer durbgseason, is less likely to be willing-to-pay &wvprices for fertilizers
but more likely to pay a higher price for all féeers. Farmer’'s purchasing capability increasesptiobability of fourth,
fifth and sixth WTP categories by 4 percent, 5 eatcand 3 percent, respectively for urea whereasvifiP, these
percentages are 5 percent, 7 percent and 2 perespgctively. The magnitude of marginal effectsTiSP is lower as
compared to urea and MoP. In case of TSP, it ise®éhe chances of the last four WTP categorigsbpercent, 1.6
percent, 1.3 percent and 1.1 percent, respect{Velyles 8, 9 and 10).

Credit access:A similar pattern emerges with respect to the itr@etess by farmers. An increase in the probgbilit
for higher WTP categories associated with a deeréaprobability for lower WTP categories is obsatvior farmers
who have access to credit as compared to thosedehaot have such facilities although the magnitudges for
different category and for different fertilizers.shows significant impact for TSP. Credit fromdfcspecialized banks
and microfinance institutions supports the farntersuy fertilizer in ime which is crucial to suptiag its use.
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Getting expected yield and product pricefFarming is always very risky in Bangladesh. Alinfers try to cultivate
intensively their land to get expected vyield andrkei price. Farmer’s expected yield and marketepifior output
depends on many factors. When their expectatioriawei¢h realty, it represents a normal productierigd and market
situation. In that situation, they may quote theiaximum amount as price higher than market prifesing field
survey, farmers were asked whether they get prodelct and price as expected before planting dutflegsurvey year.
All other things being equal, there is a higherpaiality of being willing to pay a higher price anflbeing unwilling to
pay a lower price for fertilizers when farmers tiedir expected yield as compared to a situationnthey did not get it.
In contrast to ‘getting expected yield’, when farmget their expected product price this also ames their probability
of being willing to pay more. The reverse is troe farmers who get a lower market price for prodiretn their
expectations. Farmers are most likely to pay ornengercent more than market price for urea, ratenor less than
market price for TSP and in between eleven to twpatcent more than market price for MoP, respeltiv

7. CONCLUSION

This study deals with econometric modeling and mesasent of farmer’s willingness-to-pay for thresibanutrient
fertilizers that is, urea, TSP and MoP, mostly usedhe farmers in Bangladesh in order to ensunelyi availability of
better quality fertilizers. The two step approashfdllowed to explore WTP. At first it measures wthifactors are
mostly affecting the farmer’s willingness to paymaohan market prices for fertilizers. And theaiialyzes the amount
of farmer’s actual WTP. With respect to amount oFRY ordered probit model gives estimates of predigrobability
for each WTP category. It also provides additionsights as to how each explanatory variable mégcathe different
WTP categories. Farmers stated different WTP féferdint fertilizers. Econometric results indicatéet farmers, in
gereral, have the most likelihood of paying in kEgw one to ten percent more than the market miceréa, while one
to fifteen percent less than the market price 8Pand eleven to twenty percent more than the inarie for MoP.

Moreover, an average farmer’s WTP is influenceadiigantly by the farm size group which a particufarmer
belongs to, annual income as well as off-farm inepproduct prices and financial constraints. Alinfars except
marginal farmers are more likely to be willing taypmore than market prices for urea and MoP. Spatiif, on
average, marginal farmers have the most likelihobgaying one to ten percent less than market drcairea and
MoP; and sixteen to thirty percent less than thetiexg market price for TSP in order to get ensuedlity of fertilizers
as compared with large farmers. Small farm categumeases the probability of farmers’ willingngespay more than
market price for urea and MoP while reduces thdatodity of willing-to-pay more than market pricerfTSP. On the
other hand, medium farmer’s likelihoods tend tosbenger for paying more than market price forfaitilizers. The
policy makers shall have to focus on the fractibriaomers who are willing-to-pay more for some ifer¢rs. These
findings have implications for farm size group dfie@nd pricing and subsidy polices in the countdytrient specific
pricing should be re-adjusted to accommodate thea ecosts for ensuring quality of fertilizers at tfarm level.
Moreover, to strengthen farmer’s financial cap#ilmore off-farm employment opportunities shoukldoeated in the
farming regions.
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Abstract

This research attempts to explore the moderating rdlesgnitive load and brand biography style in ttipact of consumers’
affective orientation on brand preferences. Thieaech consists of three studies, which were dedigo examine the main
effects and the interaction effect of consumerdéddive orientation, cognitive load and brand bagy style on brand
preferences. Firstly, results show that low affedyi oriented consumers are likely to engendemgto brand preferences for
brands accompanied with top dog brand biography thase with underdog brand biography; converdseiyhly affectively
oriented consumers are likely to engender strobgand preferences for brands accompanied with diodebrand biography
than those with top dog brand biography. Moreolmw, affectively oriented consumers are likely taemnder stronger brand
preferences for brands when the cognitive loa@vs than the cognitive load is high; in contrasghiy affectively oriented
consumers are likely to engender no differentianir preferences for brands either the cognitivel lgalow or high.
Furthermore, when the cognitive load is low, lovieefively oriented consumers are likely to engengionger brand
preferences for brands accompanied with top dagtbisdography than those with underdog brand bidgrabowever, when the
cognitive load is high, low affectively oriented isumers are likely to engender no differential bramneferences for brands
accompanied with underdog brand biography overeheish top dog brand biography. Lastly,highly affeely oriented
consumers are likely to engender stronger branfénerees for brands accompanied with underdog Wsagtaphy than those
with top dog brand biography, regardless of cogmitbad.

Keywords: affective orientation, cognitive load, brand prefeces

1.INTRODUCTION

Showalter (2011) states that there is a trenduhderdog brand positioning affects consumer behaMore clearly, firms are
increasingly applying underdog branding as a menfgettrategy, especially with underdog in theirrtord®iography. Even if the
company'’s scale is large or the awareness is tugh ifi they struggled to survive during their diffit stages of entrepreneurial
development (such as Apple, Southwest Airlinesy tren use their underdog brand stories as emotapdals, since underdog
stories regarding overcoming great odds througlsipasand determination are inspiring. Those undgta@nd stories help
inspire individuals to see that if you work hardiwpassion and determination, success is not begf@ndcope. In contrast to
underdog brand stories, top dog brand stories sually described as a smooth start for the compafoyinders, who did not
suffer from overwhelming odds during their entregarial period, as well as being abundant withririte and external
resources, compared to their unrivaled competitors.

Traditionally, top dog brand stories are conceiasdfavorable, since individuals tend to connecinfedves to winners and
disconnect themselves to losers. However, Pardhéd,e2011) propose an opposite conclusion, wipiokits that underdog
brands help increase purchase intentions, reatehand brand loyalty. These mixed conclusions teatie motivation of the
third-year project. Like in the first two year peojs, personality traits have been acknowledge@ &ctor in influencing
consumer evaluations of a brand. On the basis effitht two year projects in this research, periyntaits have been
investigated for a possible link to brand prefeemnsuch as construal level and underdog dispesiiois third project attempts
to apply affective orientation to examine the matiag effect of underdog (vs. top dog) brand bipgsaon brand preferences.
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2. BACKGROUND OVERVIEW AND THEORETICAL DEVELOPMENT

2.1. Brand biography style

The underdog brand biography, addressed by Pakadiiaan, Avery, and Schor (2011), describes an gimgitrend in branding
where firms depict a historical review of their Haim origins, lack of resources, and determinedggteuagainst the odds. An
underdog brand biography consists of two essetitiz@nsions: external disadvantage, and passiodetetimination. Underdog
stories are often delivered to consumers througraad biography, an unrevealed story that chramite brand’s origins, life
experiences, and evolution over time in a selelstigenstructed story (Parahia, Keinan, Avery, & &ct2011). Many world-
class brands, such as Google, Microsoft, and Appiee included their underdog brand stories whighlight the company’s
humble beginnings, founder's solid hopes and dreamswell as indomitable struggles against hardsiiptheir brand
biographies.

Hoch and Deighton (1989) categorize brands interduls and top dogs based on their market sta(aiak vs. dominant), as
compared with other brands in their category. Rstaince, classic underdog brands are the Appléviesosoft), and Southwest

Airlines (vs. American or United Airlines), as wal the local coffee shops (vs. Starbucks). Inreetita top dog brand is often
a leading brand that dominates small or local paysuch as Wal-Mart driving traditional mom-andspstores out of local

business. Brands which embody the weak side obtlichies such as local (versus national) and indigren(versus part of a
corporate conglomerate) are often perceived asrdade (Parahia, Keinan, Avery, & Schor, 2011).

2.2. Affective orientation

Apart from rational judgments, individuals may ajssssess affective sensibilities to assess a yarfiahformation for decision
making. Booth-Butterfield & Booth-Butterfield (199@ropose the affective processing of informatiafigctive orientation) in
contrast to the logic-based processing of informmatand define affective orientation as “the profign® use affect as
information”, which argues that consumers who #&fection-oriented appear to acknowledge subtle gaarin their emotional
states.

Sojka and Deeter-Schmelz (2008) have argued tfettia® orientation is conceptualized as a predisgdndividual difference.
The highly affection-oriented individuals acknowgedtheir feelings and regard affect as informatiguide decisions (Pham et
al. 2001). In addition, Sojka and Deeter-Schmeld@ posit that highly affection-oriented individadiffer from low affection-
oriented individuals in two ways. First, highly etion-oriented individuals possess a differentiaggstem for recognizing
emotions and are sensitive to the intensity ofdt@sotions; however, low affection-oriented indidds neither recognize their
emotions nor attend to their emotions. Second ciffe-information theory (Schwarz & Clore, 1988yidates that highly
affection-oriented individuals appear to concelwitemotions as effective information sourcesdfecision making; in contrast,
low affection-oriented individuals who neither rgodize nor acknowledge their emotions tend to d&@rkgheir emotions as a
basis for decision making. Specifically, while makidecisions, low affection-oriented individualsdeo be rational and highly
affection-oriented individuals appear to be emation

As defined, low affection-oriented individuals meit recognize their emotions nor attend to theiot@ms. Specifically, while
making brand evaluations, low affection-orientediiduals are logic-based and process informatiith few or no emotional
ingredients. The underdog brand biography with @nat stories neither resonates nor conforms tg#eonality traits of low
affection-oriented consumers, who usually procefsmation rationally. Thus, it is predicted thaptdog brand biography,
rather than underdog brand biography, is prefdmsetdw affection-oriented consumers.

As Schwarz and Clore (1988) and Deeter-Schmelz8Ridplied; however, highly affection-oriented cangers appear to treat
their emotions as critical information sources amtiment criteria. While making brand evaluationighly affection-oriented
consumers, who are emotion-based, are more likelyesonate with the “struggle-to-success” storyetasnderdog brand
biographies, generate empathy and further engdirdad preferences for the underdog brands, as cethpéth those top dog
brands.

H;: Low affection-oriented consumers are likely tgender stronger brand preferences for brands aceorga with top dog
brand biographies than those with underdog branagtaphies; conversely, highly affection-orientecimamers are likely to
engender stronger brand preferences for brandsmpamied with underdog brand biographies than theiik top dog brand
biographies.

2.3. Cognitive load

Cognitive load is a multi-faceted concept, whicingists of mental load and mental effort. When ##erling is difficult for an
individual to proceed or an individual lacks suéfict mental effort, the cognitive load increaseen(erriénboer, Schuurman,
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de Croock, & Paas, 2002) . Cognitive load has m@&mined under some contexts (Pelham, Sumarta, 8skiysky, 1994;

Roehm & Sternthal, 2001); however, scant reseaashexplored the role of cognitive load in the bmagdstrategies. Several
prior studies have examined how consumers deal pvitiduct information under differential cognitiveatl levels and have
concluded that a high level of cognitive load dsiyeeople to rely on intuitive rather than analftiréiormation processing

(Pelham et al.,, 1994; Scarabis, Florack, & Goseinh2006; Shiv & Fedorikhin, 1999). For example]hBm et al. (1994)

indicate that, when individuals are under the ctowiof highly cognitive demands (by giving pampiants difficult tasks), they
are unable to make use of higher-order inferemti@s and have to rely disproportionately on heiggsto make decisions. Put
another way, individuals under high cognitive loa@ likely to apply heuristic processing rathemttsystematic processing
(Biswas & Grau, 2008).

However, this research argues that personalittstrean affect how individuals process informatidrelfistically vs.

systematically). Put another way, it does not awhgld true that individuals tend to apply hewrstio process information
under high cognitive load when the consumers’ #ffecorientation is considered. Specifically, lovifeation-oriented

consumers, who are characterized as logic-based, tte systematically process information with few mo emotional

ingredients when their cognitive loads are low. d&snpared with low cognitive load, high cognitiveadbis more likely to

restrict low affection-oriented consumers to appdgnitive resources to systematically process andtisize the information.

Therefore, low affection-oriented consumers arelyiko evaluate the context of low cognitive loadrenfavorably than that of
high cognitive load. In contrast, highly affectioniented consumers usually treat emotions as &#ettformation sources and
evaluation criteria, and appear to disregard thetestt of cognitive load. More clearly, they tend poocess information
heuristically rather than systematically, regarsl le§the context of cognitive load.

H,: Low affection-oriented consumers are likely to ertfge stronger brand preferences when the cognitiad is low than the
cognitive load is high; in contrast, highly affertioriented consumers are likely to engender nieréifitial brand preferences
of low cognitive load over high cognitive load.

Under the context of low cognitive load, low affiectoriented consumers have sufficient cognitieoreces to further analyze
information. The brand ads accompanied with undgiaiand biography are usually emotion-oriented thnd are incongruent
to the logic-based personality traits of low aff@ctoriented consumers. Conversely, brand ads geanied with top dog brand
biography are usually presented in a rational taskiith few emotional plots in the story-tellinghieh are consistent with the
logic-based personality traits of low affectionestied consumers. Therefore, they are likely touatalthe ad accompanied with
top dog brand biography more favorably than thah wnderdog brand biography.

In contrast, high cognitive load is likely to rastiow affection-oriented consumers to systeméditiqgarocess and scrutinize the
information. Specifically, when the cognitive logdhigh, low affection-oriented consumers lack sight cognitive resources to
systematically process the information, either thiend ads are accompanied with underdog or top kdegd biography.
Therefore, no differential brand preferences wél found for underdog and top dog brand biographiesn low affection-
oriented consumers are under high cognitive load.

Hsz: When the cognitive load is low, low affection-otezh consumers are likely to engender stronger brareferences for
brands accompanied with top dog brand biographies tthose with underdog brand biographies; howewren the cognitive
load is high, low affection-oriented consumers ldeely to engender no differential brand preferenéer brands with underdog
brand biographies over those accompanied with g lotand biographies.

When the cognitive load is low, highly affectioniestted consumers are able to scrutinize the infdomand style of the brand
biography. As compared with the information in thp dog brand biography, the information in theemdg brand biography is
usually characterized by the more emotional platghe story-telling. Therefore, highly affectionearted consumers have
sufficient cognitive resources to comprehend theterd and the style of brand biography and thudikeéy to more favorably
evaluate the brand ads accompanied with underdoglbriography than those with top dog brand bidgraghen the cognitive
load is low. However, when the cognitive load ighhihighly affection-oriented consumers lack cdgaitesources to scrutinize
the information either in underdog or top dog bréwmgraphy, and accordingly still use their affend as the key criteria to
heuristically assess and differentiate the stylerahd biography. As stated above, the underdawlv@graphy presented in an
emotion-based style is more consistent with thesquality traits of highly affection-oriented consemn than the top dog
biography presented in a logic-based style. Thezefoighly affection-oriented consumers tend to emfavorably evaluate the
brand ads accompanied with underdog brand biogrtigatnythose with top dog biography when the cogmibhad is high.

Hy4: Highly affection-oriented consumers are likely éagender stronger brand preferences for brandsompanied with
underdog brand biographies than those with top bieghd biographies, regardless of cognitive load.
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3. METHODOLOGY

3.1. Pretests of stimulus material

According to Martin et al. (2003), a pretest foreitifying an appropriate product /service is basedtwo criteria: (1) the
product / service offers a range of attributes feanipulation, and (2) the product / service is valet to the research sample.
Hence, a pretest has been conducted to assurepftre@riateness of the stimulus material for théofwing experiments. 20 on-
the-job students have been asked to create af lisieomost frequently used services. Next, an@bBem-the-job students have
rated the four most frequently used products ovises from stage one on five, seven-point scalgs (gimportant/important)
for involvement, from which an average score isivder The pretest reveals that banking services aameng the highest
involvement score (M = 5.57), all subjects currgrdlvn at least two bank accounts, (100 %), andrgdaaumber of them use
financial services (either via Internet or physlgaVisit the bank) more than once a week (95%)gesting a fairly high
frequency of use. Thus, the bank’s financial sesvre selected as the stimulus material in trieaech.

3.2. Research design and procedure

A total of 216 on-the-job graduate students wergloanly assigned to a 2 (brand biography style: wdwig vs. top dog) x 2

(cognitive load: low vs. high) factorial design, eve the consumers’ affective orientation acts asntieasured independent
variable, brand biography style and cognitive I@ed the manipulated moderators and brand preferemeebe dependent
variable.

3.2.1. Measurement of affective orientation

The measurement of affective orientation was adaftem the study of Booth-Butterfield & Booth-Buffield (1990). The
affective orientation for each subject was measbiethe 20 7-point affective orientation scalesisiey by Booth-Butterfield &
Booth-Butterfield (1990). Subjects were dichotordizato low and high affection-oriented groups baseda median split
(median= 85.5p= .95). Consumers with low and highly affectiveeotations exhibited significantly different scor@d,.

affective— 54.41,Mhigh_affective: 98.51,t(214): -70.26p < 001)

3.2.2. Manipulation of cognitive load

The manipulation of cognitive load was adapted fthenstudies of Ward and Mann (2000), Shiv and H(@@®@O00), and Elder
and Krishna (2010). The cognitive load manipulatisre working memory task. In the condition of Hygkognitive load,
participants were asked to memorize at least 1@b20 mutual funds in the ad sponsored by the fzamkwere asked to recall
and write down those mutual funds at the end ofjtiestionnaire. In contrast, in the condition ef lbognitive load, participants
were asked to memorize at least 3 out of 20 mdtuls in the ad sponsored by the bank and weredaskescall and write
down those mutual funds at the end of the questioeinSubjects were asked to view the advertisermethtread a statement
about the ad appeals for a fictitioBank of Global Wealth (BG)VThe ad copies for highly cognitive load and loegnitive
load are completely identical, however, the mentagk for both conditions of cognitive load vari@he following excerpt
shows the main ad copy BBGW

O Apart from the 20 best-performed mutual fundsdidteside, the innovative financial services offebgdBank of Global
Wealth always keep you ahead of others, sincearedtwith the basics

3.2.3. Manipulation of brand biography style

The manipulation of brand biography style (underdsgtop dog) was adapted from the study of Parahial (2011). Two
versions of print advertisements were created, lequall respects except for their brand biograstyle. Participants were
randomly assigned to one of two brand biographyditions, where a fictitiouBank of Global Wealttwas given either an
underdog brand biography characterized by extatiwsdvantage and the founder's passion and detgiiorn or a top dog
brand biography characterized by external advaraadethe founder’s passion and determination. Wheiank is portrayed as
anunderdogparticipants were told “the founders of BGW expari&d a scarcely-resourced start, but held an irtdbfeispirits
and struggled to succeed. They finally overcameothds to bring their financial services to markéthvsuccess. In the primed
top dogcondition, participants were told that “the fourslef BGW came from the industry, were well-resodrcand were
favored to succeed in the market.” This versiom@ind ads was identical to another version insgleats except for underdog
versus top dog framing. Specffically, the framisg/aried in the two ad versions through the headlinthe advertisements, and
through the wording of the brand biography stykebj8cts were asked to view the advertisement aeudl @#estatement about the
ad appeals for a fictitiouBank of Global Wealth (BGWThe following shows the main ad copy and theegais of underdog
brand biography foBGW
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OThe innovative financial services offered by Bah&lobal Wealth always keep you ahead of othengesive started with the
basics

Thomas Zwick and Don Ashburg, the founders of B@&erienced a scarcely-resourced start, but heldraiomitable
spirits and struggled to succeed. They finally caere the odds to bring their financial servicesiarket with success.

In contrast, the main slogan for the ad copy arcegeerpts of top dog brand biography for BGW read:

OThe innovative financial services offered by Bahkstmbal Wealth always keep you ahead of othergiesive started with
experiences

Thomas Zwick and Don Ashburg, the founders of B&We from the bank industry, were well-resoureedi were favored
to succeed in the market. They did not encounterynthallenging odds and smoothly brought theirricial services to
market with success.

3.2.4. Combination manipulations of cognitive l@adl brand biography style

Subsequently, cognitive load and brand biograpkie stere manipulated simultaneously. The ways hogntive load and
brand biography style were manipulated were theesasmaforementioned. In the condition of highlyritheg load, participants
were asked to memorize at least 10 out of 20 mdtunals in the ad sponsored by the bank and weredaskrecall and write
down those mutual funds at the end of the quesdiomnin contrast, in the condition of low cognitload, participants were
asked to memorize at least 3 out of 20 mutual fundke ad sponsored by the bank and were askest#dl and write down
those mutual funds at the end of the questionn@ubjects were asked to view the advertisementeautia statement about the
ad appeals for a fictitiouBank of Global Wealth (BGWThe ad copies for highly cognitive load and loagnitive load are
completely identical; however, the memory task foth conditions of cognitive load varies. The faoling excerpt shows the
main ad copy of the version of cognitive load with underdog brand biography:

O Apart from the 20 best-performed mutual fundedisbeside, the innovative financial services offdog Bank of Global
Wealth always keep you ahead of others, sinceaviedtwith the basics.

Thomas Zwick and Don Ashburg, the founders of B&¥krienced a scarcely-resourced start, but helihdomitable spirits
and struggled to succeed. They finally overcametiuks to bring their financial services to markétrmsuccess.

Moreover, the main slogan of the ad copy of theigerof cognitive load with the top dog brand baygy reads:

O Apart from the 20 best-performed mutual fundedisbeside, the innovative financial services offdog Bank of Global
Wealth always keep you ahead of others, sincearedtwith the experiences.

Thomas Zwick and Don Ashburg, the founders o\BGme from the bank industry, were well-resoureed were favored to
succeed in the market. They did not encounter rohalenging odds and smoothly brought their finahsiervices to market
with success.

3.2.5. Dependent measure

Brand preferences were measured with 3 items anel agapted from the study of Hellier et al (2003)e items consist of *
am NOT interested in trying another bank's finahaarvices’,' my favorite bank performs better than all other k&inand
‘This bank is the finest for meAll responses were collected on 7-point Likerales (1= ‘strongly disagree’; 7="strongly
agree’). All items were averaged to form an index for lorameferenceso(= .91).

4. RESULTS
4.1. Manipulation check of cognitive load

The manipulation check of cognitive load was asskby having respondents rate the difficulty of mgmask on a seven-point
semantic differential scale anchored by 1 = extigreasy and 7 = extremely difficult (Jae, 2011). épected, an independent
samples t-test revealed that the perceived theepert valences of low cognitive load and highly mitige load differed
significantly Miow cL = 2.51, Mhigh o = 5.05,1(214) = -17.35p= .000 < .001), implying that the conditions of leagnitive load
and highly cognitive load were regarded as beiffgreént. Therefore, the manipulation of cognitisad was successful.
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4.2. Manipulation check of brand biography style

The manipulation check of brand biography style assessed by having respondents rate whBinek of Global Wealthad
experienced an external disadvantage but subségseiceeded through the founder's passion andrdeiation on a seven-
point scale anchored by 1 = extremely disagree/an@xtremely agree. As expected, an independemtlea t-test revealed that
the perceived valences fBank of Global Wealtifunderdog vs. top dog) differed significantM agerdog= 4.86, Migp dog = 2.66,
t(214) = 18.76,p= .000 < .001), implying that the underdog and tye tog expressions were regarded as being different
Therefore, the manipulation of brand biographyestyas successful.

4.3. Measurement of brand preferences

Brand preferences were measured with three 7-poaies anchored by &m NOT interested in trying another bank's finahc
services’,'my favorite bank performs better than all other keinand This bank is the finest for me(Hellier et al, 2003). The
Cronbach'sa value was .91, which indicates a highly acceptaiifrnal consistency. Therefore, those scales senemed to
form a single brand preference measure.

4.4. Hypothesis testing

The simple interaction effect of affective orieatx brand biography style on brand preferenégs, (212) = 156.99= .00<
.01,h? = .425, see Table 1) reached the significancd, lewplying that the affective orientation effeat brand preferences was
subject to brand biography style. The follow-upepdndent samples t-test for the brand preferermsesled that consumers of
low affective orientation are likely to engendensger brand preferences for brands accompaniddpbgog brand biographies
than those with underdog brand biographlgnderoq= 2.94,Miop dog= 3.98,t(105)= -5.60,0= .00 < .01, see Table 2 and Figure
1). On the contrary, consumers of highly affectogentation are likely to engender stronger brarefgpences for brands
accompanied by underdog brand biographies thare tiviils top dog brand biographie fnderdog™ 4-83,Miop dog= 3.08,t(107) =
14.04,p= .00 < .01, see Table 2 and Figure 1). Thereforay&$ supported.

Table 1. Univariate analysis of the effects of @ffee orientation and brand biography style on trareferences

Source of variance F p hy*

Affective orientation x brand biography style 156.99 .000 425
Affective orientation 19.61 .000 .085
Brand biography style 10.29 .002 .046

Table 2. Dependent measure across affective otiemta brand biography style conditions

low affective orientation highly affective orieion
brand preferences —underdog brand bio  top dog tnand  Onderdog brand bio  top dog brand bio
Mean 2.94 3.98 4.83 3.08
S.D. .51 1.26 .66 .64
t -5.60 14.04
p .00 .00

The simple interaction effect of affective orieigatx cognitive load on brand preferenc¢l( 212) = 11.57p =.001 < .01h,
=.052, see Table 3) reached the significance,lé@welying that the affective orientation effect brand preferences was subject
to cognitive load. The follow-up independent samspi¢est for the brand preferences revealed thagwouers of low affective
orientation are likely to engender stronger brarefgpences when the cognitive load is low thancibgnitive is high ¥ o c1=
4.03, Myighy cL.= 2.87,1(105) = 6.49p = .000 < .001, see Table 4 and Figure 2). In contamsumers of highly affective
orientation engender no differential brand prefeesnfor low cognitive load over highly cognitiveath M ow ci= 4.07, Myighy
cL= 3.85,1(107) = 1.06p = .293 > .05, see Table 4 and Figure 2). Therefésayas supported.
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Fig. 1. Interactions of affective orientation x taebiography style on brand preferences

Table 3. Univariate analysis of the effects ofetffee orientation and cognitive load on brand periees

Source of variance F p h
Affective orientation x cognitive load 11.57 .001 052
Affective orientation 13.73 .000 .061
Cognitive load 25.07 .001 .106

Table 4. Dependent measure across affective atientx cognitive load conditions

Brand Low Affective Orientation Highly Affective i@ntation
Preferences Cow CLC High CC Cow CL High CC
Mean 4.03 2.87 4.07 3.85
S.D. 1.11 .69 1.10 1.08

t 6.49 1.06

p .000 .293

Note: CL denotes the cognitive load.

When the cognitive load is low, the simple intekatteffect of affective orientation x brand biogngpstyle on brand
preferencesHR(1, 105) = 269.59 = .000 < .01h,? = .720, see Table 5) reached the significance Idue. follow-up ANOVA
revealed that consumers of low affective orientatice likely to engender stronger brand preferefawelsrands accompanied by
top dog brand biographies than brands accompanietderdog brand biographiedl (rgerog= 3-07,Miop dog= 4.99,F(1, 52)=
168.09,p = .000 < .001, see Table 6 and Figure 3). Howeesylis indicated that consumers of highly affectivientation are
likely to engender stronger brand preferences fands accompanied by underdog brand biographiesbitzads accompanied
by top dog brand biographie! derog= 4-95,Miop dog = 3.16,F(1, 53)= 110.70p = .000 < .001, see Table 6 and Figure 3).
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Fig. 2. Interactions of affective orientation x odiye load on brand preferences

In contrast, when the cognitive load is high, timegpde interaction effect of affective orientatiorbxand biography style on brand
preferencesR(1, 103) = 48.52p = .000 < .01h,? = .320, see Table 7) reached the significance Idve. follow-up ANOVA
revealed that consumers of low affective orientatare likely to engender no differential brand prefices for brands
accompanied by top dog brand biographies over thosempanied by underdog brand biograpHigs.derog= 2.81, Miop dog =
2.94,F(1, 51)= .41p = .526 > .05, see Table 6 and Figure 4). Moreowsults indicated that consumers of highly affective
orientation are likely to engender stronger brarefgvences for brands accompanied by underdog livagdaphies than brands
accompanied by top dog brand biographlgnfero™ 4.70,Miop dog= 3.00,F(1, 52)= 88.74p = .000 < .01, see Table 6 and
Figure 4). Therefore, $and H were supported.

Table 5. Univariate analysis of the effects of @ffe orientation and brand biography style on rameferences (under the
situation of low cognitive load)

Source of variance F p h”
Affective orientation x brand biography style 269.5 .000 .720
Affective orientation .05 .821 .000
Brand biography style 291 591 .003

Table 6. Dependent measure across affective otimta cognitive load x brand biography style cdinds

brand low affective orientation highly affective orientation

preferences 15 EL high CL low CL high CL
underdog  top dog underdog top dog underdog top dog underdog top dog

Mean 3.07 4.99 2.81 2.94 4,95 3.16 4.70 3.00

S.D. 44 .63 .54 .82 .76 A7 .53 a7

F 168.09 41 110.70 88.74

p .000 .526 .000 .000

Note: CL denotes cognitive load.
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Table 7. Univariate analysis of the effects of @ffe orientation and brand biography style on rameferences (under the
situation of high cognitive load)

Source of variance F p h”
Affective orientation x brand biography style 48.52 .000 .320
Affective orientation 55.57 .000 .350
Brand biography style 36.49 .000 .262
[
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Fig. 4. Interactions of high cognitive load x atfee orientation x brand biography style on brarefgrences
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5. CONCLUSION
5.1. Research findings

Research findings empirically support that conssimeffective orientation and cognitive load can m@te consumers’ brand
preferences. Most important, this research revegtatl cognitive load has a significant impact ow laffective-oriented
consumers’ brand preferences. Specifically, whencihgnitive load is low, low affective-oriented somers tend to engender
stronger brand preferences for top dog brandsfirannderdog brands; however, when the cognitiael lmcreases, the gap of
brand preferences between top dog brands and wglbrdnds increasingly decreases and subsequeatijjes an insignificant
level. In contrast, highly affective-oriented commus engender stronger brand preferences for ungdithnds than top dog
brands, no matter how the cognitive load fluctuates

5.2. Theoretical contribution

This research differs from the prior research meéhmain respects, which contribute to consumechasygy literature. First,
from an academic perspective, theoretical undeigtgnof the effects of consumers’ affective ori¢iota is promising but
underdeveloped. This research successfully linkswmers’ affective orientation with cognitive loadd brand biography style,
and examines their interaction effects on consurbeasid preferences.

Second, brand biography is a brand new concepthmaas first introduced to consumer psychologydiigre by Paharia et. al.,
(2011). Paharia et. al., (2011) conclude that wolgbrandbiography effect is driven by identity mechanisi@pecifically, the
underdog brand biography effect is stronger whemsumers identify themselves as underdog, as welll&n consumers
purchase for themselves than for others. This resdarther examines how brand biography style éuddg vs. top dog)
interacts with cognitive load and consumers’ affecorientation, and contributes to broaden thezharof brand biography in
consumer psychology literature.

At last, while prior research regarding cognitiead has focused on information processing (i.e.rdbiss Florack, &
Gosejohann, 2006; Biswas & Grau, 2008), cognitive.,(Drolet & Luce, 2004; Jae, 2011), decision mgk(i.e., Allen,

Edwards, Snyder, Makinson & Hamby, 2014; KolfschateBrazier, 2013) and economic behavior (i.e., H&s& Meier, 2014;

Guillemette, James Il & Larsen, 2014), this reskaapplies consumers’ cognitive load to examineithgact of different
strategies of brand biography style on brand peefes. Findings of this research show that consud@emot always rely on
heuristics to process information under the coraédow or high cognitive load. Specifically, comsers’ affective orientation
may moderate how the information is processed @taally or systematically).

5.3. Practical implications

Findings of this research suggest that the effébrand biography style on brand preferences camaerated by both internal
(i.e., consumers’ affective orientation) and exarfactors (i.e., cognitive load), which impliesatradvertisers are advised to
adopt a brand biography strategy together withrotherketing stimuli or market segmentation to achithe stronger brand
preferences. The results of Bupport the notion that low affection-oriented samers are likely to engender stronger brand
preferences for brands accompanied by top dog Wraplaphies than those with underdog brand bidgesp whereas highly
affection-oriented consumers tend to engender gdromrand preferences for brands accompanied byrdad brand
biographies than those with top dog brand biogespl practice, for the target market consisting of laffection-oriented
consumers, advertisers are encouraged to condustritegy of top dog brand biography with hightigy how the brand has
experienced no odds since the initial stage andheshsuccess later on. On the contrary, advert@ersadvised to use the
underdog brand strategy with highlighting how thartal overcame the hardship and reached succeksamwiittempt to touch
the minds of highly affection-oriented consumers.

Although the results of Hsupport the notion that while low affection-oriedtconsumers appear to engender stronger brand
preferences when cognitive load is low than whegnitve load is high, highly affection-oriented sumers are likely to
engender no differential brand preferences of lowgnitive load over high cognitive load. Accordinglgdvertisers are
encouraged to devise an ad context accompanieddnitive-saving or heuristic information (low coigwe load) for the target
market consisting of low affection-oriented constsndy reducing the cognitive load, low affectioneated consumers are
likely to engender brand preferences. It is suggegt minimize use of terminologies, which may @&ase the cognitive load, in
the ad. Instead, for highly affection-oriented aamers, advertisers are advised to leave the coegritiad strategy aside and
adopt other marketing strategies to attain straagdpreferences.

Subsequently, the results of Bupport the notion that when the cognitive loathvg, low affection-oriented consumers tend to
engender stronger brand preferences for brandsmgaroed with top dog brand biographies than thoile wnderdog brand
biographies; in contrast, when the cognitive lcadigh, low affection-oriented consumers are likelyengender no differential
brand preferences for brands accompanied with dodebrand biographies over those accompanied withdog brand
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biographies. From a practical perspective, whererdiders decide to utiliza little heuristic and intuitive information in the ad
content (low cognitive load) and wish to pinpomivlaffection-oriented consumers as their targekaetathey are encouraged to
stress their success all the way (top dog) to edbe potential counterarguments and further iserdarand preferences.
However, while deciding to utilizenuch complex and systematical information in the ad tewoin (high cognitive load),
advertisers are advised to “pale” their brand tHpby style and adopt other marketing strategiestfaining brand preferences.

At last, the results of Hsupport the notion that highly affective-orientaghsumers tend to engender stronger brand preésrenc
for brands accompanied with underdog brand biogespmo matter how high the cognitive load is. Ipractical view, for
highly affective-oriented consumers, advertiseessarggested to emphasize how the brand overcangagtedds and reached
the current success (underdog) and may apply ataegload strategy, either low or high.

5.4. Limitations and future research

This research contributes to the knowledge basadofertising psychology and proposes some praciitgllications to
advertising practitioners; however, some limitasameed to be mentioned for future research. Rings, research concludes that
advertisers can apply the strategy of differentratebiography styles (underdog vs. top dog) and mdate differential
cognitive loads (low load vs. high load) for tariggt consumers of differential extents of affeatiientation. Nonetheless, it is a
tough job for advertisers to distinguish from camsus with a differential affective orientation (Iaffective-oriented vs. highly
affective-oriented) before an ad strategy is dekisecond, this research does not take consunaerslidrity of mutual funds
into account. Though the pretest indicated a higlqdency of using financial services in the reskaample; however, using
financial services is not homogeneous to familawitth mutual funds. Specifically, consumers’ faartly with mutual funds
may moderate how the cognitive load is perceivdte more familiar the consumers are with mutual §rithe lower the
cognitive load may be. At last, this research zd#iintangible financial services as the experinsémtulus material and thus the
external validity of this research is underexplor&diture research is expected to examine the génahlity of this research by
adopting tangible goods as the experiment stimoiaterial.
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Abstract

Importance of various stakeholders for the comparfigancial situation and performance is unequitodawever, different
needs and expectations of different groups of htalers may lead to the conflicts of interest. Ehesnflicts may hinder the
smooth development of a company. To avoid the hegabnsequences of conflicts of interest a comgeasyto apply various
methods of reducing the risk of conflicts of inreMost of these methods are related to the capgovernance mechanisms.
The main objective of the theoretical part of tigdy is to present the main types of conflictintdrest in a modern company,
to identify their main consequences for the finahpierformance and market valuation, as well aindicate the potential
methods of conflicts of interest reduction. Theeghiye of the empirical research is to examine twrethe companies with
lower risk of conflicts of interest are charactedzby better financial performance and higher mavkduation. Based on the
analysis of a sample companies listed on the WaS@mek Exchange we have proved the relationshipvdsst the risk of
conflicts of interest and the activity of board cuittees as well as the type of ownership structurgortunately, lower risk of
conflicts of interest is not accompanied by highefitability or higher market valuation measureglthe price-to-book value
ratio.

Keywords: stakeholder theory, corporate governance, cosiittnterest, code of best practices, financial@gament

1. Introduction

Modern company's activity can be explained by ofdwmn basic theories — the shareholder theory dmed t
stakeholder theory. The assumptions of the shatehttheory place owners (equity holders) and tinéarest in the
centre of the decision making process of the compéth the main objective defined as the shareholdealth
(value) maximisation.

On the other hand, growing popularity of the CogperSocial Responsibility (CSR) and the sustainable
development concepts promote the stakeholder atient Today the efficient financial managementuress
taking into consideration the objectives and nexddsl primary stakeholders of the company, suctshareholders,
creditors, managers, employees, customers, locaintmity, etc. However, as these stakeholders represrious
groups of interest their conflicting objectives areleds may hamper the smooth development of thpaioyn

Presented paper consists of two parts. The maiectivg of the theoretical part is to present thénngpes of
conflicts of interest in a modern company, to idgrtheir main consequences for the financial perfance and
market valuation, as well as to indicate the paaembethods of conflicts of interest reduction. @haical part is
followed by empirical research based on the amalggisample Polish companies. The objective ofetimpirical
research is to examine whether the companies wiiker risk of conflicts of interest are charactedizgy better
financial performance and higher market valuation.

This paper is organized as follows. Section 2 msséhe theoretical foundation for the conflictsiotierest
problem in the company with regard to the main $ypeconflicts of interest, the most important camgences and
methods of their reduction. Section 3 explains ¢bastruction of the empirical research charactegizample
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companies and defining variables of interest. 8acti includes results and discussion while sedii@oncludes
paper.

2. Conflicts of interest in a company — types, consequaces and methods of reduction

The stakeholder theory was firstly formalised bgdfnan in 1984 [1] and developed by Cornell and ighap
1987[2]. According to this theory, a company isadised as a nexus of contracts (formal and inforaras) or a
network of relationships with different groups déleholders. The contractual perspective with tiag&eholder
orientation is now considered as the appropriaer#tical foundation for the analysis of modern panies [3].

Stakeholder is defined as any group or individulabws affected by or can affect the performanca obmpany
and achivement of its objectives [2]. These stalddie bear certain risk as a result of their ineatent in the
company — in a form of financial capital, humanitapr other resources. Without their participatibe company
can not survive and as a consequence can not kEoged. Primary stakeholders include: capital Seppl
(shareholders and creditors), employees, custonmhgr resource suppliers, local community, theurst
environment, the government and its agencies.

Modern company to be successfull has to achieveraiatain a permanent balance that satisfiesakkesiolders
as a result of the sound integrated stakeholdeag®ment process. Within this process a company itherstify its
stakeholders, determine their benefits-contribigtiprofile and find its own balance in respect afhegroup. The
creation of value and the development of a compangossible when a satisfactory relationship ofefies
contributions is achieved and maintained. As a equence, choices and decisions within integratednial
management of a company are defined as a functiomalancing stakeholders’ influences and expeatatio
Empirical studies proved that efficient and effeetistakeholder relationship management leads taowegd
shareholder value [4], generates long-term conipetitdvantage for the company and for society dk[&le

However, the effective stakeholder relationship agment may be hindered by the conflicting expiestatand
objectives of various groups of stakeholders. Tlanmeasons for conflicts of interest in the compatonsist of
[6]:
« different access to information and asymmetricrimfation among stakeholders (as one of the finantéaket
imperfections) with its consequences: adverse seteand moral hazard problems;

» separation of ownership and control function (essalt of hiring professional managers to run thgitess on
behalf of the owners) and its consequences — agentjem and agency costs;

« different risk attitude (risk aversion) of staketheris;

» behavioural mechanisms impeding rational choicetakeholders (related to the bounded rationality
hypothesis);

» decisions and activity of primary and secondarkedtalders (e.g. block-holders/strategic investorgrol not
only their own capital but also the investment afionity shareholders);

Based on the main types of stakeholders and thwiracteristics four types of conflicts of interesin be
distinguished - between:
* managers and shareholders,

» company and capital providers,
» controlling shareholders and minority shareholders,
» shareholders and creditors.

The first type of conflict of interest — betweenmagers (as agents) and shareholders (as princiggsh the
centre of the agency theory formulated by JensenMeckling in 1976, which explains the relatiomshbetween
managers and shareholders under the separatioretid@]. The managers should act in the best istayé the
shareholders, however they may use their informatidvantage (problem of asymmetric information leemv

managers as insiders and shareholders as outdidlergke decisions that help them to achieve their particular
interest, which may have negative consequenceshécompany and its shareholders. This leads t@ageacy
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conflict hindering the achievement of value-maxiatian objective due to the increase of agency casttuding
monitoring costs and costs of incentive programfaes stock options plans for managers).

Possible conflicts of interest between managersshaceholders may take the form of [8]:
» payment of excessive salaries or benefits for mensagnd the problem of “empire building”,

 reluctance to undertake high-risk, high NPV prgject
 retaining profits rather than paying them out widgnds,
» working less efficiently than the shareholders midgsire.

As a consequence, the conflicts of interest betwesnagers and shareholders may be analyzed irkéglareas
related to: (1) moral hazard, (2) earnings retent{®) time horizon and (4) risk aversion.

The first area is related to the moral hazard gmmblJensen and Meckling in 1976 first proposed eahf@zard
explanation for agency conflicts [7]. They develd@emodel whereby the incentive of the managemerake
private perquisite consumption (e.g. benefits,ij@iye, extra payment, exclusive business trips)erathan invest in
positive net present value projects increases @sndmager’'s ownership stake in the company decliEepirical
research proved that managers may choose to investsets best suited to their personal skills refepences
(investing in visible or fun industry for extra genal non-financial benefits e.g. meeting with lbetees). Such
investment decisions increase their individual eain the company and make manager replacement difbeelt.
Moral hazard problems are also related to a lachanhagerial effort and to the size of the comp&mecreasing
managerial effort may damage corporate value. kargepanies are difficult to be effectively mongdrwhich
increases the monitoring costs.

The second area of conflict of interest betweenagars and shareholders is related to the earngtgstion
decisions and dividend policy. Jensen in 1986 foomnd that managers prefer to retain earnings wbkerea
shareholders prefer higher levels of cash distidimst especially when the company has few positieVN
investment projects [9]. Managers benefit from iretd earnings because company's size growth gives)ta
larger power base, greater prestige, ability to idate the board of directors and allows them toaexthigher
levels of remuneration. This reduces also the amotfirm-specific risk within the company and stgthens their
job security. It should be stressed that earnietention reduces the need for external financingyéwv investment
projects. At the same time, it reduces the momitprfunction of external financing that should encme
management to undertake value-maximizing decisions.

Conflicts of interest may also arise between sladeins and managers with regard to the timing shdbws.
Shareholders are concerned with all future cashsflof the company as these are reflected in theegushare
price. On the other hand, managers may only beetoad with company cash flows for their term of Eyment.
Thus, they may prefer short-term projects with hégloounting rates of return, ignoring their longvigootentially
negative consequences for the company’s valuezarélsolders’ wealth.

The next area of conflicts is related to the manabeisk aversion which arises because of poufoli
diversification constraints. Shareholders are corem only with systematic risk while company mamagare
concerned with both systematic and firm-specifé&.riAs a consequence managers may decide to aygstment
and financing policies that minimize the risk ofcampany. If risky investment projects are successhe
shareholders make the gain, if unsuccessful — hiaeebolders will lose only a small part of theivatsified
portfolios but the managers may lose their jobsil&rly, although higher debt is expected to redagency
conflicts and gives the potential of tax shield gugitive financial leverage effect, risk-adversan@agers prefer
equity financing due to the potential bankrupteskrielated to debt financing.

Concluding, the consequences of the first type asfflct of interest are noticeable within: investmestrategy,
capital structure decisions, dividend policy arglk rhnanagement process in the company.

The second type of conflict of interest refers be telationship between a company and capital geosi
(potential and existing ones), both equity holderd debt holders. This type of conflict is relatedhe asymmetric
information problem described by Leland and Pyl@ 977 [10]. Asymmetric information may occur in azfetwo
following forms:

» hidden information and hidden knowledge possesgeddompany, that can not be accessed by the lcapita
providers and may result in an adverse selectioblem (it occurs before the transaction is madecapdal is
invested in the company);
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» hidden action of a company, that can not be assessmonitored by the capital providers and maylten a
moral hazard problem (it occurs after the transads made and capital is invested in the company).

Under such circumstances the company may decidiectease equity capital by issuing shares to temrife
potential loss to the new shareholders (when thepgacts are bad) and in opposite situation - drease debt by
taking a bank loan or issuing bonds when the pas@e good. Companies characterize by highet tdvisk are
more willing to accept higher required rate of retexpected by the capital providers. Thus, themasgtric
information between company and capital provideay nesult in the limited access to capital (camtgb problem),
higher cost of capital, lower market prices of gkaand limited development of a company.

The third type of conflict of interest occurs besmecontrolling shareholders and minority sharehsld&his
conflict is also related to the moral hazard probl®y controlling the company through majority vafirights,
large shareholders (strategic investors, instihationvestors, family members) can undertake adtiahexpropriate
wealth from non-controlling (minority) shareholdershis may also lead to the suboptimal investngdemisions to
lower the cash flow risk. In case of family contedl companies there may be also a problem of:

» suboptimal capital structure - applying lowerdleof debt and tax shield effect due to a feavarikruptcy;

» related-party transactions - making contracts vathted-parties (e.g. companies controlled by famiémbers)
at prices below market value;

» costs of succession - founders may continue tonasved in running the family business even whes ot in
the best interests of the company and its sharetsld

The negative consequences of such problems crgatey costs for non controlling (non-family) shavlelers
because of the loss of corporate value. Minorigreholders dissatisfied with company’s performames decide
to sell the shares, which may decrease share @iakBicrease the threat of a hostile takeover.

The last type of conflict of interest may be obserbetween shareholders and creditors (bondholaedsis also
related to the moral hazard problem. Shareholdexferpvalue-maximizing decisions, while creditore aoncern
about the safety of their capital involved in a gamy. As their income on invested capital is fixagy will not
participate in the increasing value of the comparhwus, the decisions that may be assessed asveefain the
creditors point of view include [11]:

» undertaking risky investment projects increasirgydtierall level of company’s risk,

* increasing level of debt financing (related to ¢t@m dilution problem),
* increasing level of dividend payments (relatechto ¢laim dilution problem),
» disposal and substitution of assets (replacingests with the new ones of different risk-retuofife).

These actions are usually taken after the traraetith creditors was made, which means that aveslitan not
increase interest rate on debt to cover the ineceaisk. However, they may decide to cancel theemgent and
demand from the company to repay the debt beforeiriha They may be reluctant to provide companyhwi
additional debt financing in future (adverse sétetproblem) which may lead to suboptimal capitalcture and
underinvestment problems. If they decide to prodalgital, they may insist on implementing debt cwargs which
increase creditors safety but at the same time deegease the independence of a company. As 4d,réssimay
have negative consequences for the company aslddteholders in a long-term horizon.

In conclusion, consequences of all types of casflaf interest are observable in different areadirgncial
management. The most important consequences anfl@gt
* ineffective risk-sharing between capital providensl other stakeholders that influences the expeatedf
return and cost of capital for a company;

» suboptimal capital structure together with the agglon of financial instruments inadequate toabeial market

conditions, company’s financial situation and itdity to meet the expectations of capital provilgxisting
and potential ones),
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» suboptimal investment decisions impeding the dgraknt of a company and the realization of a company
strategy and objectives,

» conflicting free cash flow management decisionfiviéigard to earnings retention and dividend policy,

» undervaluation or overvaluation of shares (markdtie of a company) in comparison to the economligevaf a
company (value gap).

Based on the identification of these types of dotsflof interest, appropriate tools and methodsirgjnat
reducing their negative consequences can be seélanttapplied. The most important ways of redutiagrisk of
conflicts of interest and its consequences coon$igt3], [14]:

» sound corporate governance mechanisms based omaintelutions, including independent supervisargriol
with the activity of board subcommittees: auditkrmanagement and remuneration committees;

« transparent financial reporting together with effexinvestor relations programme;

» external control of independent auditors guarantequality of disclosures and financial statemefis
company;

* equity-based earnings systems with stock optio@ritice programmes for managers;
* institutional and strategic investors controllimglanonitoring the activity of management;
» law regulations protecting rights of different sthklders e.g. minority shareholders, creditors,leyegs;

» capital market regulations and actions taken byketaupervisory agencies promoting codes of cotpora
governance best practices;

» education programmes increasing the awarenesgpdrete governance problems within society;

These methods and tools (both voluntary and oldigadnes) may be applied at the micro-level (bymgany
for its own purposes) and/or the macro-level (foire financial market or economy by internatioogganisations
or government agencies and market regulators).

In our empirical research we will focus on two maiathods of reducing the risk of conflict of intgreelated to
the corporate governance mechanisms:

* internal corporate governance mechanisms in a &drsapervisory board and board subcommittees &gftl\],

[16], [17];

» external corporate governance solutions basedeoodties of best practices [18],[19].

The objective of corporate governance is to devedofs supporting efficient management, effectivpesvision,
respect for shareholders’ and other stakeholdmyists, and transparent communications between coiepand the
market. The organization structure of the Polisimganies is based on the two-tier board model wbioisists of:
the management board and the supervisory boardcdiiteal feature of internal corporate governameg ih the
organisational and personal division of manageraadtcontrol by a two-tier structure that is mandafor large
companies (in a legal form of joint-stock companmypoivate limited company). The clear responsibilitf the
management board is to run the business. The legations of the supervisory board is the appoimine
supervision and removal of members of the manageimeard. Also networking with stakeholders and bess
partners and balancing interests within the commnrgluable, particularly for resolving confliatjrsituations. The
supervisory board controls the management, its tange with the law and articles of the company asd
business strategies. Internal corporate governameehanisms aiming at the reduction of conflictsirdérest
include formation of board subcommittees such @t atemuneration & nomination, risk managementtsgy &
development and internal control committees.

The second method is related to the codes of goactipes which are defined as a set of recommentati
regarding the behaviour and structure of a managebmard with regard to the company’s stakeholdEisy have
been designed to recommend a comprehensive seirwisron the role and composition of the board ofatiors,
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relationships with shareholders, other stakeholdeds top management, auditing and information dgale, and
the selection, remuneration and dismissal of dirscand top managers. The two objectives every states are
improving the quality of a company's board govewwmrand increasing the accountability of a compamy t
shareholders and other stakeholders while maximigirareholder or stakeholder value. They attemphpwove a
company’'s corporate governance overall, espeandtign other mechanisms such as takeover markettharelgal
environment fail to guarantee adequate protectimtakeholders’ rights. Codes of best practicescarssidered to
be important contributor to the companies’ compeatiposition and a key driver of the attractiveneSthe capital
market.

Companies listed on Warsaw Stock Exchange (GPW)latgyl market are required to follow the document
“Best Practice for GPW Listed Companies 2016” \Wwhi consistent with European Commission Recomnienda
of 9 April 2014 on the quality of corporate goveroa reporting (2014/208/EU). The Best Practice duemnt is
divided into thematic sections: Disclosure Polityyestor Communications, Management Board, Sugeryi
Board; Internal Systems and Functions, General iNgeShareholder Relations, Conflict of Interest|dRed Party
Transactions, Remuneration [20].

The recommendations require the disclosure of cam details in a statement of compliance withdbwporate
governance principles included in the issuer’s ahneport. The detailed provisions of the Best #cadollow the
‘comply or explain’ approach. Consistent non-comptie with a principle or an incidental breach reguhe
company to immediately report. It should be notédttthe companies’ explanations of the reasons and
circumstances of non-compliance should be suffityeexhaustive to provide genuine information oa teasons

for the non-compliance and to allow for an assessimiethe company's position on compliance with phieciples

of the Best Practice [20].

3. Data and methodology

The data consists of a uniqgue sample of Polighsfilisted on the Warsaw Stock Exchange (GPW) irb201
included in the WIG30 index covering 30 major andst liquid companies on the GPW Main List. Banksl a
insurance companies are excluded due to theirfapciThis gives a sample of 20 firm-time obsdivas.

The primary source of data consists of the firmsiwal reports i.e. financial data are obtainedranually
collecting each firm’s annual accounts. Stock meifkfermation is obtained from the Warsaw Stock lkage.

Figure 1 presents analyzed companies by the s@ttese companies represent 9 sectors with the dotnsiare
of industrial sectors: oil & gas, energy, basic enals and chemicals (comprising 60% of sample)alyred
companies are characterized by various ownershiptares — more or less concentrated or disperg#edhe direct
State Treasury stake in the ownership structuf®inompanies (representing from 30% to more th&a 3bare in
the ownership structure) and indirect involvement icompany. Part of the analyzed companies aheded in the
Respect Index portfolio. These are 9 companiesified as socially responsible while, the sociapansibility is
understood as a management strategy and apprott@hdoncept of conducting business, which involugfding a
good and lasting relationship based on mutual wwtaeding and respect expectations of the widernbasi
environment (i.e. with all stakeholders: employesgpliers, customers, community, shareholdersesnisaging
the care of natural environments). Most of thesapamnies (8 out of 9) operate in the industrial aectoil & gas,
energy, basic materials and chemicals. It may banasd that companies included in the Respect Ipdettolio
should have lower risk of conflicts of interest.
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Fig. 1. Sample companies by sectors

The study constructs the following variables diddeato two groups: (1) firm specific variables inding 7
categories: age and size of a firm, ownership &trac size of the management and supervisory boantber of
supervisory board committees and number of repadegorate governance practices; (2) financiabgaiincluding
4 categories illustrating: capital structure (debequity ratio), market valuation (price-to-booklwe ratio),
profitability (EBIT-to-assets ratio) and dividendljzy (dividend payout ratio). Description of aha@yzed variables
is presented in table 1.

Table 1. Variables description

Variable Description Variable name

Firm specific

Age of acompany  number of years since the stock exchange deb®) (IP AGE

Ownership structure number of shareholders with more than 5 per ceneosthip OWNS

Management board number of members in the management board MANG

Supervisory board  number of members in the supervisory board SUPRV

Committees inthe  number of committees in the supervisory board COMT

supervisory board

Corporate number of corporate governance best practicestezpby a company as non-complained PRACT

governance

practices

Size value of assets (in PLN millions) SIZE

Financial ratios

Capital structure debt to equity (D/E) ratio illustrating the levdlfmancial leverage and bankruptcy risk LEVR

Market valuation price to book value (P/B) ratio indicating the netrialuation of the company compared to it MVAL
book value

Profitability EBIT to assets (EBIT/A) ratio informing about oggng profitability of assets PROF

Dividend policy dividend payout (DPR) ratio informing about pafrttee profit used to pay dividends DIVP

4. Results and discussion

Table 2 displays descriptive statistics from thegle for 11 categories of the described above blasa

Table 2. Summary statistics for the analyzed coiegafuata as at the end of 2015)

VARIABLE MAX MEAN MIN STD DEV
AGE 19 10,6 3,0 4,8826
OWNS 6 2,3 1,0 1,5198
MANG 9 5,6 3,0 1,3592
SUPRV 13 8 5,0 2,4083
COoOMT 4 1,8 0,0 1,3266
PRACT 37 79 0,0 9,0327
SIZE 39540 14728,1 618,6 1270821
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LEVR 3,2 0,9 0,1 0,7023

MVAL 5,8 1,7 0,3 1,8447
PROF 0,7 0,03 -0,3 0,1637
DIVP 1,5 04 -0,2 0,4393

The average age (AGE) of a company measured byutmber of years since IPO (debut) is 10,6 yeaith av
standard deviation equal to 4,88. Analyzed comgamiay be classified as quite mature and experiencdéaling
with different groups of stakeholders.

The average number of shareholders (OWNS) with rti@e 5 per cent ownership is 2,3 (~2) which mehat
the ownership structure is relatively concentrat@ti the average share of the dominant sharet®htahe level of
52,41% of voting power. Concentrated ownershipcstme gives power to the dominant shareholders twhey
exploit their advantage and harm interests of ositekeholders. On the other hand, concentrated rshipemay
reduce the overall risk of conflicts of interestitompany.

The average number of management board members @GJASI 5,6 (~6), while the average number of
supervisory board members (SUPRV) is 8. Largersigmry board has the potential to fulfill its fummmns more
effectively, monitoring the activity of managersdaprotecting the rights of shareholders. Large sigery board
creates also possibility to involve business pitesls (lawyers, financial and tax advisors, aotants, risk
managers, etc.) that can offer their expertiseteftolto the management board.

There have been appointed supervisory board cogeri(iCOMT) in most of the companies. Only 5 comgni
operate without any board committees. In 15 congsaaitogether operate 6 types of committees: qudil3
companies), nomination & remuneration (in 11 conga) strategy & development (in 7 companies)pooate
governance (in 3 companies), organization & manager(in 1 company) and CSR (also in 1 company). The
average number of boar committee per company isTh@ appointment of board committees should retheeisk
of conflicts of interest due to their governancadiion. Figure 2 presents types of board committees their
incidence.

M audit

Mstrategy & development
mnomination & remuneration
M corporate governance

11

morganization & management

mCSR

Fig. 2. Types of board subcommittees

Analyzed companies, as issuers listed in the GP\ivi Miat, are required to report on their compliamgéh the
best practices of corporate governance. Complisnttecorporate governance practices should redueeisk of
conflicts of interest. As a consequence, compamipsrting more non-complained practices may be sagdo the
higher risk of conflicts of interest. The averagamter of reported non-complained practices (PRAST),9 (~8)
per company, while the maximum number of reportediices is 37. There are also 2 companies thaplgowith
all practices and recommendations.

Table 1 also reveals that the average size of @any(SIZE) measured by the value of assets isl éguat,7
PLN billions, while the assets of the largest compare over 39,5 PLN billions compared to the sesalbne with
assets equal to 0,618 PLN bhillions. Despite thefferences, all analyzed companies are classifiedasge
enterprises. And it should be stressed, that largepanies may be more difficult to be managednaoxitored and
as a consequence may be exposed to higher rigknfifats of interest.
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As to their financial characteristics, it should beted that the average debt-to-equity ratio (LEVR),9
indicating the dominant role of the equity in thegpital structure with the relatively low level ah&ncial risk.
Market valuation (MVAL) of the analyzed companiegjuite high, as the average market-to-book vadtie (P/B)
is 1,7 which means that market price of share isab¢p 170% of the book value per share (on avérage
Regrettably, the profitability (PROF) of the anagizcompanies is quite low, while the average EBIl&ssets ratio
is only 3%. Finally, the average dividend payotioréDIVP) is 0,4 which means that the analyzed panies use
40% of the generated profit to pay out dividendilev60% is retained in order to increase equitytehp

Table 3 shows correlation among firm-specific valea of interest. A strong positive relationshiplsservable
between number of board committees (COMT) andevaftasset (SIZE). Management of larger compasiesoire
demanding, thus the additional help in a form odrdosubcommittees is justified. Second positivati@hship of
moderate degree can be noticed between numberpefwssory board members (SUPRV) and number of board
committees (COMT), which is consistent with ouruitive predictions. Moderate, negative relationshgrcur
between: (1) the ownership structure (OWN) andd@ammittees (COMT) and (2) market valuation (MJA
and board committees (COMT). Correlations for otlgiables are relatively weak.

Table 3. Correlation matrix for the analyzed conmggn

VARIABLE AGE OWNS MANG SUPRV COMT PRACT SIZE LEVR MVAL PR@AVP
1 AGE
1
2 OWNS
-0,065 1
3 MANG
0,229 -0,080 1
4 SUPRV
-0,153 -0,341 -0351 1
5 CcoMT
-0,144 -0,516 0,089 0,501 1
6 PRACT
-0,166 0,414 -0,228 -0,182 -0,498 1
7 SIZE
0,153 -0463 -0,012 0,398 0,736 -0491 1
8 LEVR
-0,054 -0,326 0,126 -0,056 0,194 -0,094 -0,182 1
9 MVAL
0,294 0,228 0,018 -0483 -0526 0,159 -0,488 0,324 1
10 PROF
0,312 0,166 0,156 -0,387 -0373 0,169 -0,189 -0,289 0,495 1
11  DIvP
-0,104 0,000 -0,294 0,266 -0,195 0,183 -0177 -0090 -0034 -0114 1

To understand the relationship between corporatergance mechanisms, risk of conflict of interesd &rm
specific variables we have divided analyzed congmimto two groups based on the number of the regaron-
complained practices. Group A consists of 14 comaganith number of reported practices below the iame¢b of
them are included in the Respect Index), while @rBuconsists of 6 companies with number of repopiedtices
above the median value (3 of them are includetiérRespect Index).

Table 4 presents results of the test for equafitneans between companies reporting less praciseson-
complained (Group A) and companies reporting monactices as non-complained (Group B) for specific
variables. */**/*** indicate significance at 10, &nd 1 per cent level.

Table 4. Test for equality of means

VARIABLE Group A Group B Test for
Mean of Mean of equality of
companies companies above means (p-value)
below the the median (more
median (less reported practices)
reported
practices)

PRACT 2,6 17,7 0,00641***

AGE 10,6 104 0,89858

OWNS 1,8 3.3 0,08637*

MANG 5.8 5,0 0,19850

SUPRV 8,5 7,0 0,18139

COMT 2,3 0,9 0,01164*

SIZE 19700,7 54932 0,00355***

LEVR 0,9 0,7 0,39273
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MVAL 11 2,8 0,10058
PROF -0,02 0,1 0,22079
DIVP 0,3 0,5 0,38390

As it was assumed, Group A includes companies Mvitfer risk of conflicts of interest with the aveeagumber
of reported practices (PRACT) equal to 2,6 (~3)ilevthe same variable for the companies in Groujs B7,7
(~18). Companies in Group A are characterized byenconcentrated ownership structure with the aeeramber
of owners (OWNS) equal to 1,8 (~2) in comparisor8td (~4) owners on average in Group B. Compani€roup
A are larger (in terms of assets value) than companith higher risk of conflicts of interest (SIZBnd have more
board committees (COMT) — the average number ofdboammittees is 2,3 (~2) in comparison to 0,9 (fet)
Group B. They have also more board members (bathregard to the management board and superviszandp
and higher level of debt-to-equity ratio resultinghigher financial (bankruptcy risk). In additi@m@mpanies in
Group A retain higher part of profit as only 30% prbfit is used to pay dividends. At the same tithey have
lower profitability ratio with the average valu%) and lower market valuation while the averageketato-book
value ratio is 1,1.

Table 5 and 6 report correlation coefficients dmgirtsignificance between selected firm specificaldes for
two groups of companies: Group A and Group B.

Table 5. Correlation matrix for Group A

VARIABLE AGE OWNS MANG SUPRV COMT PRACT SIZE LEVRMVAL PROF DIVP
AGE
1
OWNS
-0,34 1
MANG
0,18 0,14 1
SUPRV
-0,06 -0,10 -0,50 1
COMT
-0,17 -0,55 -0,21 0,42 1
PRACT
0,11 0,32 -0,10 0,03 -0,64 1
SIZE
-0,15 -0,48 -0,35 0,38 0,63 -041 1
LEVR
0,12 -041 0,16 -0,12 0,19 -043 -0,34 1
MVAL
0,16 -0,21 0,48 -0,45 -0,10 -0,52 -0,29 0,78 1
PROF
-0,05 0,07 0,34 -0,46 -0,08 -0,33 0,26 -0,25 0,25 1
DIvP
0,08 0,18 0,12 0,11 -041 0,25 -0,10 -0,13 0,05 0,27 1

In case of companies from Group A positive, strogigtionship occurs between debt-to-equity rati6\(R) and
market-to-book value (MVAL). Positive, moderateatednship occurs between number of board committees
(COMT) and firm size (SIZE), which is observable ¢ase of all companies as well. Negative, moderate
relationships are observable between followingal@es: (1) number of owners (OWNS) and number afrodgtees
(COMT); (2) size of management board (MANG) andesix supervisory board (SUPRV); (3) number of
committees (COMT) and number of reported pract{Ed8ACT); (4) number of reported practices (PRACand
market valuation (MVAL). Fewer reported practiceslicating lower risk of conflicts of interest idated to the
greater number of board subcommittees and highgtahaaluation.

Table 6. Correlation matrix for Group B

VARIABLE AGE OWNS MANG SUPRV COMT PRACT SIZE LEVRMVAL PROF DIVP
AGE
1
OWNS
0,22 1
MANG
0,29 0,00 1
SUPRV
-0,91 -043 -0,46 1
COMT
-0,54 -0,14 0,24 0,42 1
PRACT
-0,33 0,02 0,07 0,19 -0,07 1
SIZE
-0,04 0,07 0,49 -0,10 0,85 -0,15 1
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LEVR

0,13 -0,16 -0,31 -0,10 -0,20 0,54 -0,08 1
MVAL

0,57 0,19 -0,24 -0,38 -0,86 -0,38 -0,73 -0,23 1
PROF

0,17 -0,05 0,35 -0,26 -042 -0,23 -044 -0,52 0,48 1
DIVP

-0,70 -0,18 -0,78 0,77 0,40 -0,07 0,01 0,15 -0,34 -048

For companies included in Group B stronger coriglabetween all identified variables occurs. Pesistrong
relationship can be noticed between: (1) numbecarhmittees (COMT) and firm size (SIZE); (2) size @f
supervisory board (SUPRV) and dividend policy (DJVegative strong relationships occur betweefi{th age
(AGE) and size of a supervisory board (SUPRV); @mber of committees (COMT) and market valuation
(MVAL); (3) firm size (SIZE) and market valuatioM{/AL); (4) size of a management board (MANG) and
dividend policy (DIVP); (5) firm age (AGE) and ddend policy (DIVP). The relationship between numbér
committees and firm size as well as the marketatada is confirmed also for this group of companies

5. Conclusion

Conflicts of interest may occur in a company betwearious groups of stakeholders. The most impotiges
of conflicts of interests are between: shareholded managers, company and capital providers, Isbigers and
creditors, dominant and minority shareholders. Thensequences are quite significant for the fir@nc
performance of the company and its market valuafibns, effective financial management requirestalctions
aiming at the conflicts of interest reduction.

There are several methods and tools of conflicistefest reduction. Corporate governance mechanisboth
internal and external ones - are one of the mopbitant ways of reducing risk of conflicts of irgst. Internal
mechanisms are based on the activity of the sugmmvboard and the appointment of board committegternal
mechanisms are connected with capital market, ¢iahand accounting regulations, including codesabporate
governance best practices. In our study we have tieenumber of reported non-complained practises proxy
for the risk of conflict of interest. We have as&dnhat companies with higher number of reportedtmes (as
non-complained) are exposed to higher risk of ectsfbf interest.

Based on our pilot study we may state that forathalyzed sample of Polish companies the risk oflictsof
interest measured by the number of reported pexctgclower when the number of board committedsgiser, the
ownership structure is more concentrated and thedize is larger. As a consequence, for the sangptganies we
have proved the importance of board committeedfamtiype of ownership structure for the reductibnanflicts of
interest. Surprisingly, lower risk of conflicts miterest is not accompanied by the higher profitgtor the higher
market valuation measured by the price-to-book evatatio. At the same time, greater number of board
subcommittees is associated with the higher maskestion.

The most important limitation of our study is cootesl with relative small sample and limited firmé
observations. However, we believe that as a pilothsit gives us the opportunity to develop the rappate
research method that can be applied in furthemarehee.g. focusing on cross-sector or cross-cowatnyparative
studies using larger sample of companies.
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Abstract

In a rapidly changing world, it is stressed thaiomation is no longer an option, it is a neces3ityis holds for insurance sector
as well, where insurance companies offer novelsoisi for their corporate customers. The main dbje®f this research paper
is to identify and analyze the types of financi@dvations offered by insurance sector in Polanddo-financial enterprises.
Two research methods are exploited: internet sunfeinsurance products offered by ten largest mste companies and
telephone interviews with experienced insurancédrs Many diverse innovations are observable éislP@msurance market.
There are supply-driven as well as demand-drivaovations. Some of them are positively evaluatetather are still not well
suited to corporate clients’ needs. There is aenirgeed to personalize relationship between insared insured.

Keywords: insurance producs, insurance market, interviesyrance brokers, risk management

INTRODUCTION

Financial system with its elements: markets, imsgnts, institutions and regulations - is constasatiglving.
This evolution results in new financial solutiomstruments and mechanisms which constitute cayegfdinancial
innovations. Although financial innovations are atesl and implemented in the financial sector taease
efficiency, to improve financial results and torgabmpetitive advantage by financial institutiotigy can be also
applied by the non-financial enterprises withinaficial decisions and risk management process. Timagcial
innovations are also created as a response toetlveneeds and expectations of all participants effihancial
system.

Increasing volatility of business environment ré&suh growing exposure to risk. Therefore in ourdgt we
would like to address the problem of risk manageénpmncess with regard to the new solutions, proslactd
services available for non-financial enterprisaspdrticular we focus on one group of financialowations that are
created by the insurers and offered to their catgocustomers. These innovations are created tmumghe risk
management process and can be applied withinraskfier and risk retention decisions.

The main objective of this research paper is totifieand analyze the types of financial innovatiarffered by
insurance sector in Poland to non-financial eniteegr We would like to confront the applied innawas with
trends and solutions noticeable in the global imsoe market.

The paper is structured as follows. Section 2 plevitheoretical framework for our research witrardgo the
types and motives of financial innovations in theurance sector and the space for financial infmvawvithin risk

* Corresponding author.
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management process in a company. Section 3 desatgces of data and the applied methods whidhdec
internet survey (analysis of current insurance potsland services offered to non-financial comnigh regard
to their novelty) and telephone interview (analysisnsurance brokers’ opinions on the innovationshe Polish
insurance sector devoted to non-financial companiSsction 4 presents the results of internetespindicating the
main types of innovations related to the risk mamnagnt and risk transfer. Section 5 reveals the iopiof
insurance brokers on the current state and thel@®@went of the insurers’ offer to corporate cliefscussion of
results is provided in section 6 while section fiatodes the paper.

2. Theoretical framework
2.1. Financial innovations in the insurance sector

Role of innovation in the economic growth is indiggble. It is said that innovation is at the hedrany healthy
business [1]. Innovation is also described as beimpng the most desired but least understood qiocate
goals[2]. Innovation can be defined an classifiednany ways. But the most important feature isrneelty and
the opportunity to improve the situation of usdrghaovation.

In a rapidly changing world, it is stressed thatowation is no longer an option, it is a necesditywas
confirmed that companies that innovate have highevival during downturns, are more profitable andplace
competitors in periods of economic growth. Sucadsgends upon aligning innovation with firm’s stgateand
using the most modern approaches to innovation gemnant.

One particular type of innovation is financial imation that occurs in the financial system andelesments:
markets, institutions, instruments and regulati¢3js [4]. Based on the positive approach (innovatipowth
approach) to the innovation process, financial yations are created and applied to meet market rieqi®ns
(agency costs, transaction costs, asymmetric irdbam, risk and tax regulations) and improve thacfions
performed by the financial system [5], [6]. Thes@dtions can be classified as: payment, investnigmancing,
pricing and risk management functions [7].

Financial innovations, as any other types of intiovs, may take form of product, process, marketmg
organization innovations. In narrow meaning finahdéhnovations are defined as new financial prosluantd
services that change financial strategy and impfoancial results of their users: households, tess entities,
financial institutions, government. However, finehdnstitutions are not only users of financiahavations, as
their main role is to create financial innovations.

Financial institutions, including insurers, are roays forced to innovate on a regular basis. Ietenarket
competition, globalization and disintermediatiore dhe most important factors that determine theovation
activity of financial institutions (creators of &incial innovation). They are willing to innovate itaprove their
market reputation, to reduce the business risk tangrotect their financial results. The processfiaancial
innovation is intensified by the dynamic developmeh communication and information technology irdihg
internet and Big Data solutions. Financial innowatinitiated by and for the purposes of financamtitutions falls
into the supply-driven category of innovation [However most of the financial innovation can bplaixed by the
demand theory of innovation which focuses on thedseof customers (end-users of financial innovation
According to this approach financial innovation ¢endescribed as: finding new ways to meet existeefs, ways
to meet new needs and ways to meet and createtamkmown needs. Nowadays demand-driven innovations
represent the dominant part of financial produnts services offered by financial institutions teittcustomers.

Insurance sector is regarded as the most traditiarh of financial system. However financial inabons are
also created and applied in insurance sector, whigges are fuelled in large part by technologrealsformations
(such as the Internet of things, Big Data and nitytélpplications), as well as the general open-mdmgss on the
part of regulators and customers toward new souofesoverage and emerging methods of sharing rizk a
transferring risk [8].

In insurance sector first group of innovation cetssiof product innovation with many insurers inugstarge
budgets in product development to gain their coitipetadvantage. The history of insurance prodoobvation is
a history of human trade and development [2]. Har@wnovation in insurance industry may take algweionforms
such as: process, organization and marketing iimovalnsurers may innovate in all areas of excelethat are
relevant to their business and exploit them fotenable competitive advantage. These leversdocess include:
operational framework, product proposition, pricengd analytics, new business organization andilaigion and
risk, capital and tax management [8].

Most of the innovative trends in the insurance stdpnow are either technology related or haveneldgy as
one of its drivers. The Internet of Things (loTdausage-based insurance (UBI), Big Data and esftniyon-
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traditional firms in the insurance industry are hhignpact trends which will have significant bearing both
insurers and customers. Other innovative trendfudlec insurance-linked securitization and insurdimdesd
securities (ILS), peer-to-peer insurance and mnswiance, cyber risk and cyber insurance, aeridl digital
imagery, gamification, mHealth apps with custondteaaence apps[9] [10].

Financial innovations in insurance sector can lassified as disruptive (radical) innovations andtaining
(incremental) innovations. Disruptive innovationst phrough the frontiers to create a new businesdein They
have power to alter the market and the way an ingloperates. Exemplary disruptive innovationshia insurance
sector include: predictive analytics, usage-basedirance (UBI), insurance-linked securitization db8 and
micro-insurance. Sustaining innovations expand Hatias of an existing business model. They takestiuimg that
exists today and make it better. In case of insugraector incremental innovations may include: dddatures to
the insurance products, streamlined processes ézgdBig Data analysis) or new/improved distribntchannels
(bancassurance, teleassurance).

2.2. Financial innovations in the risk managemenoicpss

Financial innovations — as it was previously assimare created and applied to enhance the fursctodn
financial system, including risk management funetidon-financial enterprises (both large corporatiand SMES)
may implement successfully financial innovationghair risk management process. In applicative esefinsancial
innovations are tied to the methods and techniqufeso called risk treatment being the last stagerisi
management process according to the frameworkstf mianagement consistent with ISO guideline [11$kR
treatment stage is preceded by the risk assessamehthe context establishment stages, accomparieitheb
constant communication & consultation with stakeleod and the monitoring and reviewing actions taigmnhe
management. Risk treatment is the stage at whicknterprise decides which tools and techniques Idhoe
implemented in order to reduce the level of idéetifrisk [12]. Risk treatment techniques include/gital risk
control and financial risk control, while the lattereates the space for the financial innovatidfinancial risk
control applies various tools and techniques tissui®e a future source of financing and covering dbssible
financial outcome of risk occurrence. Thus finahamovations may emerge in both elements of fimgnagsk
control — risk retention (based on the alternatisk finance mechanisms) and risk transfer (baseshsurance risk
transfer and financial market instruments solujioMon-insurance risk transfer based on the firmnoiarket
instruments is related to the application of deives, structured instruments and Insurance-Lirkedurities (ILS)
that are used to hedge against market risk [13] Hdwever, this interesting area of risk managemnmsgeheyond the
scope of this paper, as here we focus on the itiomgoffered by the insurance sector.

Innovation in risk retention emerges in the creatd so called Alternative Risk Finance (ARF) instrents that
allow the use of risk retention on a larger scaledmbining the features of both: risk transfer @is#l retention.
The solutions that belong to ARFs are identifiabile high level of customization, multi-year and nmiligger
approach, with the inclusion of traditionally narsiirable risks. ARFs include: finite risk prograe&,Ps (multi-
line, multi-trigger products) or MMPs (multi-lineulti-year products) [15] [16] [13].

Within insurance risk transfer three areas of fai@ninnovations may be analyzed: (a) the changmugditions
of insurance protection, (b) parameterization ajchéw insurance products [17][18].

The first area of innovation is tied to the changésypical elements of insurance contract, thatdito the
changes of the scale of insurance coverage. Angeqoence of customization process, new insuraockigts are
better adjusted to the needs of particular custemigpical directions of such innovations are catee with:

» changes of co-insurance features (deductibles)ribetase or decrease the financial participatfcanansurer in
financial outcome of risk;

» changes of insurance caps;
» changes in the length of insurance periods (e.dfi4year covers);

» changes in insurance protection subject-, objecspace dimensions (e.g. inclusion or exclusioocesfain types
of risk, property, localizations);
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» multi-trigger solutions which means the dependarfcensurance protection on the coincidence of tigiied
events.

These types of changes as they represent slighbimments in the existing solutions are classifigdncremental
innovations.

The second area of innovation addresses the proldenparameterization, while the value of insurance
indemnification is dependent on the occurrence défned parametric trigger. Parametric triggers lased on
physical features of certain types of risks, suckeaperature or wind speed. They are implementedricultural,
transport and tourist insurance [17][19]. Paraniedéon represents a new approach to computingrierance
indemnification, thus it can be classified as ag@dnnovation changing the business model ofriasce industry.

New insurance products are created as a respomnise hew types of risk. These risks initially weegarded as
non-insurable, but have become insurable over tiffs means that it is possible to move the bouesanf
insurability of certain types of risk [18]. Cybask or nano-technology risk can be examples of surobwvations.

3. Data and methodology

The growing interest of financial institutions inlBnd to develop new financial products and sesviseeflected
in the scale of expenditures on innovative actsitwhich also includes research and developmeiritist Data
presented in figure 1 illustrate increase in expgene on innovation activities in the financial 8ac Year 2014 was
characterized by the highest values of expenditoneisnovation activities in enterprises belongioghree NACE
divisions: (1) insurance, reinsurance and pensionld; (2) financial services; (3) activities auadi to financial
services and insurance and pension funds. Thesméixpres amounted to nearly 3.2 PLN billion, ofehhapprox.
10% were expenditures on R&D activities.

At the same time it should be stressed that inmonstare the most important in the first group (nasice,
reinsurance and pension funds) as the share ofiuesefrom sales of new or significantly improveddorcts in
total sales revenue in 2012-2014 was recorded iy gioup and reached 9%. In the second group @iabn
services) - this share was 4.5%, while in the tigmaup (auxiliary activities) - was only 1.1%. Howee, the result
are much lower compared with the corresponding ftata the 2004-2006 period, when they were at 19(62the
first group, 10.6% for the second and 5.5% in kixeltgroup [20], [21].
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Fig. 1. Expenditures on innovation activities ie fiancial sector in Poland in 2006-2014 (dat@lilN millions)

Source: own elaboration based on data presen{gd]irfi21].
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In order to detect innovations offered by insurac@epanies to enterprises with respect to theirtremsfer needs
two research methods were exploited. The first oekttvas the Internet survey and the second metheds w
telephone interview.

The internet survey covered product description gederal terms of insurance products offered to
enterprises by Polish insurance companies. At Patsurance market there are 25 life-insurance emieg, 2 life
mutual insurers, 24 non-life insurance companies&non-life mutual insurers. However Polish insiwemarket
is very concentrated, which means that most ofrérsuare insignificant. Since for enterprises rieihsurance
products are essential the authors decided to focysoducts offered by the biggest non-life conmgaand their
life counterparts. Names of insurance companidgfair share in non-life branch premiums for 2@i& provided
in Table 1.

Table 1. Share of insurance companies in noné@dh premiums

Name of insurance company Share in non-life branch premiums (in
%)

PzZU S.A. 35,848

STU Ergo Hestia S.A. 14,382

TUIR Warta S.A. 13,628

TUIR Allianz Polska S.A. 6,616

Compensa TU S.A. Vienna Insurance Grouf,605
*

InterRisk TU S.A. Vienna Insurance Group 2,925

TU Europa S.A. 2,322
Gothaer TU S.A. 2,131
Generali T.U. S.A 1,879
Aviva TU Og6lnych S.A. 1,393
TOTAL 84,73%

Source: Authorial computation basing at Polish ki@ Supervisory Authority, Information on insucancompanies,
http:/mmw.knf.gov.pl/en/about_the _market/Insurdfteancial_and_statistical _data/Annual_data/anhiral.

Ten companies listed in table 1 earn almost 85%ft@ premiums in non-life insurance branch. Pradafcall
companies listed in table 1 were analyzed in osgaech.

Following types of insurance products were analyzed

» property and casualty insurance products,

general liability insurance products and other sypkliability products,
 technical insurance products,

 transport insurance products,

e car insurance products,

* bank assurance products and other combined prqducts

» personal insurance (for workers), including lifsunance, health insurance and accident insuraocki gis.
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Insurance companies differ their offer with respgectarget client size. Some products are offecedntall and
medium size enterprises and other products to Emggrprises. Both lines of Polish insurers’ offere analyzed.

The authors analyzed insurance products by surgel@euments provided at insurers corporate web.sfi@ace
the documents in PDF format are signed by CEOshagmibers of insurance company’s board it is assuthatl,
they are reliable source of information. The aushmcused on finding novel solution comparing teuirers offer
from 2010 and before. Since authors are well egpedd in the field of Polish insurance companiésr@nd they
systematically update their knowledge on insuraneeket — their knowledge could serve as a pointetdrence.
However it could be also biased, since naturaltéitions of cognitive capabilities are not reducgdlbarge number
of authors. Thereof to improve the results of thelyg a second method was exploited — the telephdes/iew.

Under the study 15 brokers with more than 7 yedrgrofessional experience were interviewed. The key
guestion was if they noticed any innovation (or elby) in insurance products offered by Polish iaswe
companies to enterprises. The number of interviegsired to realize the aim of the paper was dstaddll basing
at the method of saturation. The method of satmat founded at the assumption that up to a certamber of
interviews each additional interview provides newgights. However in a certain moment additionagrviews
don’t bring new information in and just confirm ans expressed in previous interviews. This meahatthe
number of interviews is sufficient. In case of thaper 15 interviews emerged as the sufficient nundie
interviews.

All interviews were transcribed. The content wasalgred by both authors twice. The first review of
transcription was done to prepare an appropriaténgo The second review of transcription was penkd under
the coding scheme prepared during the first rounttamscription analysis. This allowed to drive etijve and
general findings.

4. Internet survey results
The internet survey revealed that the core offeinsfirance companies is rather stable, which aosfithe view,
that insurance is a traditional industry. Howevering the last 5 years Polish insurance compamgeduced

diverse types of solutions, which can be acknowdéddgs innovations targeted to enterprises. Thevatiuns
include:

* new ways of enhancing risk management and rislsfeam SMEs,
* combined products,
* new insurance products dedicated to new risks,
* new risk covered by well-established insurance pcts]
* assistance,
* industry focused products,
» teleassurance, energyassurance, households geedstirance.
4.1. New ways of enhancing risk management andrasikfer in SMEs

New ways of enhancing risk management and risksteann SMEs are provided by two insurance comganie
STU Ergo Hestia S.A. and TUIR Warta S.A. The feetpany - STU Ergo Hestia S.A. - navigates ensspr
which look for insurance products at the comparw&b site — through principal phases of risk managgm
process. This turns out to be an educational thidaNo insurance product for SMEs can be foumdatly at the
web site. An enterprise must first define it's resiposure by choosing possible types of damagen e possible
paths are provided: mitigation and insurance swhsti Thereof enterprises are informed about tamdstechniques
appropriate for mitigating defined risk exposureurance solutions are presented as complementanitiation.
By this way insurance company not only reducesrdaiit also helps enterprises, especially SMEgravent

losses. Regarding the fact, that Polish enterpugtsn mismanage their risk due to lack of knowtedm risk
management process and techniques, such simpgiugitcan result in noticeable improvements iregmises risk
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managements. STU Ergo Hestia S.A. provides twatiaddi tools to help their clients improving riskamagement.
These tools are: “Risk Focus” — a journal dedicatedescribe diverse types of risk, and “Ekoszkody handbook
on ecological risk. Nevertheless those tools hagenbprovided for almost a decade, thereof they rere
acknowledged as “innovations” in terms of this stud

The second company - TUIR Warta S.A. — providegosolution for enhancing risk management in SMEs.
called “insurance configurator”. The configuratdioas enterprises to scan risk types according boaach. It is
possible to scan six branches, for which from 28lidypes of risk are described. This allows prieygaa kind of
risk check-list. Appropriate insurance products meommended according to identified risk check-Wdter the
configuration is done, a client can print the resuThe configurator is beneficial for insurersents, because it
helps enterprises to define their insurance ndedseans that it supports avoiding loopholes inezage and at the
same time it helps to avoid buying superfluousiiasoe products. Nevertheless the configurator cbelonproved
with regard to its details, that often turn outo®crucial for insurance usefulness for a certbémtas well as for
insurance premium.

Both ways of enhancing risk management can be ugefuinexperienced SMEs but not for larger
enterprises. Nevertheless considering that SMEstitote a foundation for the economy, such simplkitsns
should be recommended to be offered by other inseraompanies.

4.2. Combined products

A noticeable novelty is that almost all insuranoenpanies offer combined products to SMEs. Contiaistandard
products (eg. property FLEXA insurance), whose garterms of insurance are almost the same in aasoyance
company, combined products are very diverse. Alghathe very basic insurance coverage for firms khoelude
property and casualty insurance and general lighitisurance, only few insurance companies (eg. FZA.,

InterRisk TU S.A,, Vienna Insurance Group) actupllgvide those two basic types of insurance wittambined
products. Other insurance companies pack only prypesurance in the combined product and add exdit non-
standard coverage (eg. cargo insurance, legal ghimteinsurance, assistance insurance or busimsguption
insurance) leaving general liability to be covebgaca separate insurance product.

Combined products seem to be a comfortable solutiddMES, however in authors’ opinion this is notually
the case. The fact is that single agreement, sipglmium and single documents administration eas@saging
insurance programs. However significant diversityducts is confusing for enterprises looking &mpropriate
coverage. For example: one insurance company withinbined product offers property insurance (FLEXpe)
jointly with insurance of theft and vandalism, éfeocic equipment insurance, damage in inventory twue
defrosting, cargo insurance and glass broking. Bemtnsurance company (within its combined prodwdters
property insurance, business interruption insuragemeral liability insurance, vandalism, accidend health
insurance and legal protection insurance. In thaé ¢nsurance decision turns out to be much momplex. In the
end combined products don't fit exactly client’seds and client must construct an entire insurarmgrgm. Finally
comparing insurance premiums becomes truly diffifed SMEs. For this reason this type of innovatiomnsurers
offer seems to be for the purpose of differentimbad marketing rather than a response to clieegsis.

4.3. New insurance products

Another novelty observed by authors in the offePofish insurance targeted to enterprises are aisiplnew
products. These new products are designed to oeverisks emerging from turbulent business enviremnim

The prominent example of such products is a cyfiurance. Cyber insurance is offered by STU Ergstible
S.A. It's coverage is quite complex and it is athdsto modern risk profile. Under the cyber insgeenterprise
can transfer following types of risk: loss of daisk (including costs of recapturing data, costsboying new
software, costs of removing malicious softwareleotcosts (including costs of public relations seeey to restore
firm’s image, costs of data protection, costs galeconsulting) as well as third party liabilitysirance (costs of
restoration of data at injured side, costs of systestoration at injured side, costs of investmaticosts of
administrative procedures, third party businessrigption). Compensa TU S.A., Vienna Insurance @rand
Aviva TU Ogoélnych S.A. offer cyber insurance prottutmo, however their coverage is much narrowdrcevers
data carriers damage and data restoration. STU IHegtia offers also third-party insurance dedicéednterprises
contracted to design and implement IT systems. fiteduct is tailored to specific needs of IT compan
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Other important type of new insurance products lagal protection products. These products allow for
transferring all legal expenses of enterprisedyding legal consulting, fees etc.) to insurer. ISpooduct start to
attract firm’'s attention due to rising complexity agreements (including international agreemenistable
relationship within business world and well-desdjrdfer of law firms. Regarding the fact, that legapenses
sooner or later may hit every firm's finance sucbducts can be the future. Nevertheless the quafifyroducts
offered by Polish insurance companies to enterpiseliverse. Some products actually cover legpérses, other
are rather a type of legal assistance, where thsiEaoverage insurance companies offer legal sesvio insured
enterprises. Such solution is usually of littlditytj since the services can be easily incorporatédsured’'s day-to-
day administrative tasks without any need for ourtsing.

A truly interesting new product is offered by TUMlianz Polska S.A. The product is tax litigatiomsurance.
The fact is that Polish companies operate in utestalx environment. Aggressive interpretation of aats by tax
officers, constantly changing and complicated tax hnd severe penalties result in serious conecegading tax
office actions. Since the tax office practices @eeceived as abusive, tax relationship are a safrsignificant risk
for Polish enterprises. Insurance can't cover temafiies however it can cover costs of legal defagainst tax
office. This is the core of the new product offelsdTUIR Allianz Polska S.A. Other insurance comparhaven't
extend their offer in that direction, however iethremium is acceptable this product can becomelanp

Another new product that should be mentioned isotiors and officers liability insurance (D&O). Tipsoducts
has been well established in developed economes she 1990s. However it is a new product at Ratiarket. It
is offered by PZU S.A. and STU Ergo Hestia S.Ahe largest companies in Poland. D&O insurance gslicffer
liability cover for company managers to protectmhigom claims which may arise from the decisiond actions
taken within the scope of their regular duties. Salaims becomes more and more probable sinceattgulis
being tighter, since business partners are locatgdisdictions all over the world and officersveato keep in mind
not only their markets but also other, since disete and communication to public increases. D&@rigisce seems
to be a response to growing needs in this aredtiresfrom complex HR policies. An insurance proguehich is
kind of supplementary to D&O insurance is an inegeaof suspension in professional activity or Igsiight to
practice a profession offered by PZU S.A.

One insurance company — STU Ergo Hestia S.A. —started to offer a new and unique at Polish instean
market insurance product. It is a liability insurean which covers claims resulting from damages eusy
advertisement. Since societies become more and seostive to women and minority rights, good rafion and
right to privacy, this insurance can start a negngent of insurance market.

Aviva TU Ogolnych S.A. has developed three new pobdn the area of liability insurance. It offersurance
that covers claims resulting from not supplyingcie Energy or from supplying electric energy @ating. It also
offers liability insurance which covers claims riisig from defectiveness of things produced witiplekation of
machines produced, provided or serviced by ther@usult also offer coverage of claims resultingnfraising
pneumatic and hydraulic hammers, tups, vibratingogs and explosives.

A separate line of new insurance products are gtegsa. Here novel solutions have been introduced3ome
examples include guarantees being a safeguardgfdrrealization of mechanisms of Common AgricudiuPolicy
(UE), guarantees safeguarding obtainment of coimes®r project financing from European funds oargimtees
safeguarding liabilities resulting from using todlads.

4.4. New risks covered by well-established products

Novel solutions are also introduced as new rislkeoad within well-established products, like propénsurance
or general liability insurance. Usually additior@iverage can be acquired optionally and it inciedssurance
premium. Examples of such new insurance clausésdec

* insurance covering costs of reconstruction of lessirdocumentation,
» abolition of insurance sum depletion,

» damages in machines kept underground (previouslyéed from any standard coverage),
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» liability insurance covering claims resulting frdasing or destroying entrusted documents,
» liability insurance covering claims resulting fraransferring infectious diseases,

* insurance covering losses caused by intention#l dagross negligence,

* insurance covering costs of withdrawal of dangermugdefective products form the market.

An important improvement in insurance offer foregptises is a clause of automatic coverage (offésedew
Polish insurers). The clause allows for coveringpprty, which was modernized or acquired duringiiasce
period without a need to sign additional agreement.

4.5, Assistance

Assistance product have become popular as prodedtsated to households. However recently therdéan a
move toward assistance dedicated to enterpriseb. &sistance is proposed as technical assistang@national
assistance. Technical assistance includes of cewesgthing that is connected with exploitatiorcafs, but recent
developments include plumber assistance, elecssistance or health assistance. Informational tassis is
provided in form of helplines or consulting. Follmg areas are covered: legal information, admiaiste
information, EU funds information, HR informationcdheconomic information. An interesting assistapaekage
includes concierge for business.

4.6. Industry-focused products

Up to 2010 insurance companies had rarely diffeatad their products with respect to industry. hasice
coverage had been universal and easily applicabldifferent kinds of economic branches. Some spedf
enterprises could be included by the way of indigidnegotiations. Presently insurance companies @ffoducts
dedicated to specific branches. Most often theeepmroducts focused on private health services gersi Such
products allow for covering medical equipment aadility for providing health services, which isvary specific
kind of liability. Regarding the fact, that healéhe is a fragile and special industry of growingartance in
Poland, it is reasonable to prepare focused inserproducts. Nevertheless one Polish insurers (lidnx Polska
S.A) has prepared insurance products dedicatenl tals dealers of cars, education (eg. language adsho
pharmacies, hotels, B&Bs, bars and restaurantdireity even for butcheries. It is hard to recagmif this path of
product development is promising with respect fmhbinsurers earnings and insured interests.

4.7. Bank assurance, teleassurance, energyassurhogeeholds goods/RTV assurance

Bank assurance is a well-known channel of insurgreeluct distribution. All insurance companies dasi
products dedicated to credit card users and sathtds a part of a credit card, debit card or evdgpasit. Although
it seems that insurance combined with credit c&sdsrgeted to households, such products are newras to
enhance enterprises HR policies. Many enterprisestheir managers credit cards with additionalirasce, which
includes standard coverage (eg. health coveradefircoverage) but also aero assistance or pdrsoneierge.

Selling insurance product as a part of different@eproduct has developed rapidly during last & geln Poland
insurance companies started to sell assistancer@aperty insurance and even personal insurance ioethhwvith
non-financial companies products. This includesniyainsurance sold with telephones, insurance stk energy
and insurance sold with household goods or RTV.hSmsurance usually covers damages in the products
(telephones or household goods) caused by caswatheft. However it can provide also with techhiassistance
or accident insurance. For example insurance salld @nergy protects against non-paying for energg tb
unemployment, accident or hospitalization. Addiélty insured, who lost a job, is provided with ngitment
assistance.

Although insurance products described above pratetividuals, they are a part of an offer prepafed
enterprises, which produce or distribute certaiodgo This helps them to manage the risk of reclamat

4.8. Products named as “innovative” or “novel”
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The Internet survey revealed that some insuranaapaonies inform about their product by calling them
“‘innovative” or “novel” or with terms that hadn’telen used at Polish insurance market. This adjectare
highlighted in product basic description. Howeee tloser look at such products revealed that tlser®thing
innovative in. For example one insurance comparig c@mbined insurance for SMEs as “innovative” hét
company claims that a possibility to adjust a cagerto client’s needs via clauses included is aéhsolution”.
Product, advertised as “Investment Process Insatanith CAR/EAR and ALOP put in (English terms an
abbreviations are here cited exactly as they aittewrat Polish insurance company web site usesbtomunicate
with Polish enterprises). Longer description preddelow shows, that “Investment Process Insuraiscarather
standard construction insurance including covecdg@operty damage, liability, accidents, guarasitaed business
interruption. This examples show that “innovatiaah be used as a vehicle to market product origogjtwhich
actually are not innovative

5. Interviews results

Out of fifteen interviewed brokers, four brokerargtd their answer by noticing, that insurance miai stable
and constant (“There is no revolution at the m&ykdihey stated, that changes can be easily seémeitevel of
insurance premiums, cause the sector has gonegthi@rd and soft periods during last 5 years. Hewtater they
pointed to some changes in the offer for corpockgats.

Internet survey revealed, that two insurers wekssinhance risk management in SMEs. One brokerianedt
that insurance companies start to offer training dnterprises managers with respect to risk managemand
insurance programs. This could be an interestinly phimproving cooperation between insurers arsiied and
enhancing sound risk management. Neverthelessit&reiewed broker noticed, that when it comes txiice and
details, insurance companies which offer such itrgmare “fussy’. They refuse to train managersnfamdustries
that are too difficult to insure or to small comjgan They want to “catch a fat fish”. Consequettky trainings are
not done where they are needed most. Thereof itioovavithin support for clients risk management uiegs
further development.

With respect to practical problems connected witAnaging insurance programs interviews revealed an
interesting bias. Usually e-insurance and all forofisIT support for insurance market are seen agieft
innovation, three out of fifteen interviewed strongomplained about technological change that fegtiPolish
market. They revealed, that increased focus omayamication, call centers, internal insurers ITtsyss is hostile
for clients and creates a significant barrier ifatienship between insured and insurer to the mietnt of the
insured. All three brokers claimed, that persomadtacts are more efficient in managing communicabetween
two sides of the contracts. They insisted in thedne know the client personally and on resignirgnf system
solutions for building insurance program as welfasclaims management. One broker said that:

“Client wants to be known. Relationship is crucialternet is not good for insurance. This is a ttmcdhal
business. Technological solutions are sometimesdated to “imitate” innovativeness, where actualiere is no
innovativenessrhis is not good for a client, especially for SM@sly reachable and professional staff truly
matters”.
Two brokers strongly complained on divestiturersiurance staff form their competencies. One breéet:

“Before a worker or manager could check how the prenwould change if coverage is narrowed or extende
Now it is not possible anymore. All details musfibbed in each time in the system. This is exhagsThere is no
communication between client as a person and soenesponsible at insurer’s side. There is onlyiantland a

“system”, which “spits” some results”.

The other broker said that:

“I’'m almost unable to deal with problem that usecbee trifling before. Before | could call Mr ... ahe could give
me an answer or redirect me to someone more compatenore capable. Some problems are really ttibizt now
| have to spend whole day on dealing with this.ieadh call centers don’t know anything, they cagitte a name of
anyone more competent. They can only tell me tiegtwill write my complain and they will as. Afteey don’t do
anything. E-mail communication fails totally. leses that insurers have put all the responsibilitd all the blame
on the “system”. No one is responsible personailyainything. I'm capable to help my clients inlychese | still
have my old phonebook and | remember people aryd¢ingember me. They help me because of our lotiggas
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professional relationship. But this should not battway. Insurance companies have become too gegetijoo
impersonal. We need to go back to the general addéasurance.”

Quoted opinions are a grave testimony on Polishraree companies technological innovativeness. Onéy
broker focused on advantages of technological ehaf&ipe gave an example of “mobile policy’ offereg b
Compensa TU S.A, which doesn’'t have to be signedalise mail confirmation is enough.

Four brokers mentioned combined products as songethéw at insurance market. Some brokers remained
skeptical about their usefulness. They believe, ithsurance companies created combined productsfonithe
purpose of increasing sales without a proper atteriaid to enterprises’ needs. One broker said:

“I don’t believe that these product were preparetsing at an in-depth analysis of SMEs risk expaduselieve
that they just assumed that gluing five elementdelp to sell these elements”.

This opinion is in accordance with the result of thternet survey. However one broker noticed, toathbined
products enhance risk consciousness and insuragro@andl. He noticed, that his clients, which get taiuhl
coverage (eg. against risk of vandalism or forklisurance) while buying combined product afterytbbange
insurance provider they want to get such coverggiaHe said:

“They would never even think about paying for thige of insurance unless they were granted thisreme “in
package” once”.

This solution is noticed by brokers also in lifsunance products bought by corporate client foir grmployees.
Recently insurance companies have started to agickpiof health insurance into life insurance. Orekdy
expressed her opinion, that:

“They want to saw the seeds. When clients get tostids, they will be able to sell more”.

With respect to new insurance products six inteveié brokers put an accent on cyber insurance testin the

previous part of the paper. With respect of cylmeurance interviewed brokers notice that the igsgrowing and
that more and more enterprises are aware of gksBirokers stated, that many enterprises aredafifailata leakage
consequences, which can be caused i.e. by hacBome of enterprises, which have a lot of data éample

health services providers) and are not capableiild br to buy truly resilient IT system. Therediey prepare for
risk realization by transferring risk to insurarm@mpanies. Brokers generally appreciated cyberans@ as an
useful innovation. One broker said that:

“More and more enterprises are interested in cylmurance. And these are not only very large congsiike
banks, but also medium size enterprises. For ex@ahglising cooperatives. They know that they hdoted data
and in case of data leakage they will suffer”

The same number of brokers (six) focused on n@geiti liability insurance products (general lidlgikand specific
liability focused on industry or profession). Thegtice that presently there is a number of targkabdity products
(eg. D&O or gross negligence insurance) that alstéidla growing need for thus type of coverageeylalso point
to a growing need for good general liability inqura products. Brokers explained, that this trendrigen by
several factors. The first factor is regulation,ickhmakes liability more concrete. The second fatogrowing
expectations of victims resulting in growing claimgd the third factor is a growing fear of entrespeurs of being
accused for damaging someone’s property or pergmals and of being incapable to make it up.

Most of interviewed brokers noticed that new riaks covered by well-established insurance produutsthat new
niche products (eg. assistance or guarantees)fimed Five brokers claimed, that this solutions beneficial
because they enhance desired elasticity and fitbrgrage to client’s needs. Most of brokers exgaeéshe opinion,
that now insurance companies are able to take nmek®than it used to be and that the coveragadsn{‘We are
able to ask for more and we get)itHowever some brokers highlighted, that few inidas are still in difficult
situation (for example construction) and others st uninsurable (sawmills, foam producers). Thisusually
explained by reinsurance contracts.
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Deeper analysis of transcription revealed brokesmion about factors driving this change. Four rvieaved
brokers believe, that this type of developmenbisliie purpose of “standing out”. One broker expd:

“There is strong competition at the market, theteey always must show something new: new clausewrrisk in
the basic product’s coverage.”

Another broker stated:

“Sometimes insurance companies strive to be origifilaey rename known products. They present oldymton
novel way in order attract clients”.

This opinions confirms findings of the internetwy performed by the authors.

The interesting insight from the interviews is fimgl that three brokers are convicted, that inneeathanges at
insurance market are driven by brokers. They claéivat brokers know clients’ needs, changing business
environment and ask insurance companies to prepaeable products (“We design clauses”).

Three brokers pointed to the institutional changePalish insurance market. The biggest Polish Bsce
company — PZU S.A. is a state-owned company. Thimpany created a non-life mutual. Brokers clainat th
although it is not written explicitly in regulation all state-owned companies know that they shiralasfer their
risk to that mutual company. This is allows thematwid tendering risk transfer service with respecPolish
public procurement law.

6. Discussion

Theoretical framework prescribes, that there cathiee different directions of innovations offetecenterprises
by Polish insurance companies, namely (a) the ¢hgrapnditions of insurance protection, (b) paraarieation and
(c) new insurance products. Empirical research dasethe internet survey and on the telephoneviieiss with
brokers confirmed that first and third directiomdae observable at Polish insurance market whilanpetrization
hasn’'t been introduced yet.

As it was stressed in the theoretical part of thpep customization of insurance products can beipillar
(multi-trigger, new ways of calculating deductihl@sulti-year coverages etc.). Empirical investigatallows for
stating, that this trend at Polish market is repnésd only by changes in the coverage and mugfiyér solutions.

Interviews generally confirmed findings derived rfrahe internet survey, that innovations offeredFmnlish
insurance companies for enterprises have diffdoents and scope. Both methods allowed for findihgt some
novelties emerge as new products are offered, k@ are covered by well-established products, ¢batbined
products are prepared for SMEs and that insuranogpanies have started to engage in some new typesko
management enhancing. With respect to new prodiffesed for enterprises both methods allowed fodifig that
new types of third-party liability insurance andbey insurance are the most important observablareaément:
such insurance are truly needed by enterprisesh Mf#pect to combined products offered for SME#$ Ipo¢thods
lead to the conclusion, that these products ardiverse quality and utility for enterprises — soaighem don’t
provide some crucial coverage and ultimately caavan more difficult to manage than traditionalgurats.

Both methods allow for a conclusion, that innovasianentioned above are driven by diverse factooseS
innovations, like cyber-insurance, new guaranteewider coverage — are driven by the demand foovation.
This demand is shaped by two factors. The firdiofais increased consciousness of risk driving ensjty to insure
quite well-known risks (for example tax risk, rig losing or destroying documents). The secondofats
changeable business environment bringing new mskir example cyber-risk, risk connected with Ehding).
However some innovations are initiated by insu(stgpply-driven innovation) and the motive, thanstdehinds
the innovation is willingness to increase salesulance companies are under the pressure of caimpelihey
compete by offering new products. This can be heaéffor the market, if it allows for increasingsk
consciousness and willingness to transfer risk wihén efficient (for example business interruptiosk build in
combined products). Nevertheless in some caseseins that a product is constructed carelessly &edt's
disappointment will be soon reflected in sales.

Although much findings were confirmed by both methithere are some discrepancies too.
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None of interviewed brokers paid any attention t@ndsassurance, tele-assurance energy-assurance and
rtv/household goods-assurance. This can be explaasily by the fact, that such products are taildo specific
and unique business partner needs (for examplesrafednergy supplier). It is not possible to buig ttype of
insurance at the market. Thereof broker's don’ermiediate and this type of insurance may not etfteir
professional perspective. In authors opinion suoldyrcts are novelty and bring a significant chatogthe market.
Since the both: coverage and product related caextended — insurance may start to proliferatenaeket in a
completely different way. This way seems to be nmm@mising than internet. Many enterprises (fornepie e-
commerce platforms, construction firms, i-phoneliapfion providers) may be interested in enrichihgir offer by
joining it with an insurance. This interest maydse/en by both: a willingness to increase saleslandillingness
to hedge.

Also n%ne of the brokers commented new insuranodyats prepared for a particular industries (foanegle
healthcare companies, pharmacies, auto-dealerstelsh In their statements brokers focused rabiebranches,
that are difficult to insure. The shortage of opits about this new phenomena may result from tbie flaat the
interviewed brokers don’t cooperate with this sfiedndustries. However still this novelty shoulé seen as an
important innovation at Polish insurance market.

However brokers noticed an important change inrarsze quality and utility, that couldn’t be obsdieavia
internet survey. They noticed new difficulties fdd®y them and their clients due the ongoing teabgiohl change
and de-personalisation of relationship betweenrarste companies and insured enterprises. They,dhahthis
change is inefficient and is to the detriment ofuired, who aren’t served well anymore. Thereofrt@ntioned
change can be seen as an attempt to increaseriasuheantage over insured resulting from the fiuztt clients pay
for the service before they know it's true qualillyis interesting to compare this observation $tiowith the
observation on supply-driven innovation. It seehas bffering not well designed new insurance presiucay help
to achieve short-term earnings. However client&ilagpfor a good quality need something else. fprisbable, that
introducing a pro-personal innovation, for exampleompetent curator for an insurance agreemenid cesult in a
long-term advantage over competitors.

Better understanding of motives for introducing @losolutions in insurance products targeted torpriges
requires other research methods. Additional knogéedould be derived from interviewing insurance panes
managers.

7. Conclusions

Insurance sector is often seen as a traditional ldoeever, there are many interesting novel sohstioffered by
insurance companies to Polish enterprises. Thdg@mts have a potential to improve enterprise nsknagement.
It can be noticed, that innovations at insuranceketdake many diverse forms. Not only new produetaew risk
covered by well-established products, but also neldgical change, risk management enhancing, cangin
insurance with financial and non-financial prodyatdde spectrum of assistance and guarantees aubtig-
specific products have been introduced in theSag&ars in the Polish insurance market.

Observed innovations cover both: supply-driven dechand-driven innovations. The motive that stanelsirtd
supply-driven innovations is competition. Supplyédn innovations, including combined products, séere still
not well suited to corporate client’s needs. Deradrigen innovations (for example cyber insuraneg, litigation
insurance) are positively evaluated as they hetprprises to control newly emerging risks. Risk agement
enhancing practices are a valuable option, howaeene initiatives still need to be improved. A négat
phenomenon is a technologically-driven de-perseatifin of relationship between insurer and insufBdystems
hoped to smooth insurance administration procass,dut to be inefficient to the detriment of insdiparty.
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Abstract

Nowadays, one of the challenges of innovative gadticthe correct selection of the parameters whiglect the accumulated
scientific potential, the educational level and skeetoral structure of the regional economieshiregard, the aim of the article
is to construct a system of indicators, which isdzhon the existing foreign and domestic researthd®e studied area, for
further study of innovative processes in the Tyumegion as one of the regions of intensive useatifre. With the help of a
factor analysis (method of principle componentg) kky factors which characterize an innovative tgreent of the region

have been determined. Innovative development of thenen region has been evaluated with the defiaetbrs. The revealed
features suggest the necessity of encouragingeahtar-regional integration processes in the fadlihnovation, and of creation
a more efficient environment for the developmentatdtions between science and industry.

Keywords: factors; innovative development; region of theurgtresources intensive use.

1.INTRODUCTION

Innovations and public policy which stimulates imations are the key factors for long-term economic
development in many countries of the world, andativareness of the special role of the regionsarptbmoting of
innovation processes has become an important tretite recent years [6, 16]. Those people, who émgnt an
innovative policy of the state, increasingly takéniaccount the regional context which is basedhenfollowing
principles: the creation of an adequate territgpraljection, as well as the involvement of regionshe process of
its formation and implementation; coordination ofidties aimed at supporting the activities of thfferent actors
of innovation (universities, research organizatidagye businesses, small and medium enterprides)formation
of an atmosphere of trust and the increase ofteféemteraction between the co-localized econoenitities [13].

Implementation of these principles leads to a gahdisplacement of the cognitive management schémpsa
single national innovative system to regional irmitcon systems, to decentralization and the devebmpnof
competitive forms of support from the national goweent [17]. This is mainly due to the uneven disttion of the
fundamental innovation activity between regionsertthe leading economies of the world have thesidifitiation
of regions in terms of innovative development, thpsblic policies, which is aimed at leveling thenavative
landscape among regions, is ineffective [2, 4].

Thus, the modern innovation policy should be desigtaking into account the heterogeneity of thewative
landscape, the need for a differentiated approadh@ objectives and instruments for different oegior groups of
regions. This transformation creates new requirésnem the provision of information, presentingeguest for an
objective assessment of regional innovative devetp. However, one of the major problems facedhleypublic
authorities, which are responsible for the stimalatof innovative activity of economic entities, tise lack of
information on the status and dynamics of innoeafiwvocesses in the regions. Info hunger does requadely
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assess the effectiveness of various measures fation policy and the differentiation of them dw basis of the
existing regional context.

2.METHODOLOGY

In the past two decades, all sorts of works, wracdithors’ set out to a comprehensive assessmertieof t
innovative development of the regions, began toeappAll approaches to the assessment of the itineva
development of the regions can be divided into fwoups: qualitative and quantitative. The main deatof
gualitative methods is no use or fragmentary usstaifstical methods to rank the regions. But dedpie fact that
the qualitative approach is justified in the abseat the required statistics, and firmly occupyieha, they have
been put on the backburner in the last decadeambbysis of foreign and domestic literature onetaluation of
regional innovative development clearly shows tihewigng popularity of the quantitative approach. I&Fief
discussions gradually shifting towards the selexctibconsistent, reliable and valid indicators teasure innovative
processes in the region and the ways to integnat®.t This quantitative approach pretends to beyacall support
of science, technology and innovative policies,lengented by public authorities at various level3]]1

In this regard, let us construct a system of indicg which is based on the existing foreign anchelstic
researches in this area, for further study of iaiee processes in the regions of the Russian &&der It is worth
noting that the most cited studies in the fieldewéluation of innovative development of regionsjohtuse the
guantitative analysis techniques, are: Clarysseldiy 1999; De Bruijn, Lagendijk, 2005; Hollandei2)06;
Navarro, et al., 2008; Hollanders, et al., 2009tEs, Hollanders, 2010; Capello, Lenzi, 2013; IN2G08; Gusev,
2009; NAIR 2011; Financial University, 2012; Hochpet al., 2012 [1, 3, 5, 7-12, 14, 15, 18].

Almost all of the works is characterized by a broaderstanding of innovation and recognition of dhersity
of factors, which influence on them, that is whysiimpossible to use one or more sufficientlyakele and valid
indicators, because, no doubt, every indicator llmgations. The complex systems of innovationsalesation,
including quite a number of indicators also indireeflecting the accumulated scientific potentthk educational
level, the sectoral structure of regional econojaes being created for the compensation of indisatimitation.
This, in turn, gives rise to problems concerning ¢brrect selection of these parameters and thkinbe in a single
system.

Table 1 shows a two-level hierarchical system afidators to measure the innovative developmenthef t
regions of the Russian Federation, which were dgegl on the basis of the above studies. Let us thatethe
figures in the group of well-being of the regione @efined by some authors as a result of innonatithnovative
activity is associated to the level of socio-ecoimdevelopment of the region with multiple bilateti@s. On the
one hand, a high level of welfare of the populat®a prerequisite for innovations to be in demand to be widely
implemented in the economic activity. On the otlieend, innovative activity leads to further economic
development, which is reflected in the growth offare, changes in the sectoral structure of theneaty, raising
the level of education, the penetration of inforimatechnology, etc.

Table 1. The system of indicators to measure thevation development of the regions

Innovative development of the region

Welfare of the region GRP per capita (X1)
Labor productivity (X2)
Unemployment rate (X3)

Educational potential of Number of students at educational organizatiortgifer education per 10 000 economically activeufaijpn

the population (X4)
Employed in the economy completed tertiary (higleeijcation, % (X5)

The level of Share of organizations that have a website inata mumber of organizations, % (X6)
development of the Share of organizations using broadband Internegsadn the total number of organizations, % (X7)
information society Share of households with Internet access from He@n the total number of households, % (X8)

Funding for R&D Share of the higher education sector in gross dinregpenditures on research and development, % (X9

Share of budgets of the subjects of the Russiaarfiddn and local budgets in the total expenditores
technological innovations, % (X10
Gross domestic expenditures on research and dewelims a percentage of GRP, % (X11)

Personnel The number of researchers per 10 000 economiaailyegpopulation (X12)
Share of researchers with PhD degrees in thertotaber of researchers, %. (X13)
Share of researchers under the age of 39 in thlerainber of researchers, % (X14)

Innovative activity of Expenditures of organizations on trainings relatitd innovations as a percentage of GRP, % (X15)
business

Share of organizations that have participatedeniitiplementation of joint projects on researchdexelopment
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in the number of organizations implementing tecbgichl innovations, % (X16)
Expenditures of organizations on the acquisitiomathinery, equipment that are related to the tdolgical
innovations as a percentage of GRP,% (X17)
Expenditures of organizations on the acquisitione# technologies as a percentage of GRP (X18)
Intensity of expenditures on technological innavas, % (X19)
Special expenditures on environmental innovatiena percentage of gross domestic expenditures d R&
(X20)

The results of innovative activity

Patent activity The number of patent applications for inventionsciviwere filed by national applicants to Rospafemt10 000
economically active population (Z1)
Coefficient of inventive activity (Z2)

Innovative activity of Share of organizations implementing technologioaganizational, marketing innovations in the totanber of
business organizations,% (Z3)
Share of organizations implementing technologiabiations in the total number of organizationsZ3%) (
Share of small businesses, implementing technab@ioovations in the total number of small entizgs,%
(5)
Share of organizations implementing environmemiabvations, in the total number of organizationd/%)

Technologies Number of developed advanced manufacturing teclgredgoer 100 000 economically active population) (Z7
Number of developed advanced manufacturing tecigredcthat are new for Russia in the total number of
developed advanced manufacturing technologies (Z8
Number of used advanced manufacturing technolquged 00 000 economically active population (Z9)
Balance of export and import of technologies iatieh to GRP (Z10)

Goods and Servises Share of innovative goods, works and servicesdridtal volume of shipped goods, works, servicZ%4)
Share of innovative goods, works and servicesdridtal exports of goods, works, and services tystrial
organizations (Z12)
Share of innovative goods, works and servicesatgahew to the market in the total volume of shipgeods,
works, services by industrial organizations, % (713

The database for the system of indicators to measr innovative development of the regions ofRlussian
Federation has been formed in accordance withitte-gpace sampling. Indicator values have beemleaéd for
each of the regions for the 4 years of observatf@f$0-2013.). The values of indicators have bedected on the
basis of statistical compilations "Regions of Ra%aind the data of the Federal State Statisticsicger

3.RESULTS

It is important to identify which indicators ararparily determined by the innovative activity ofaven territory
for a more detailed analysis of the innovative\atstiof regions. One of the methods of solving thisblem is to
implement a factor analysis, which includes thdyams by principal components. The advantage ofiguie factor
analysis on the regional level is the ability taede the connected with each other indicators hent tombinations
in the same regions. Thus, the regions leadershaile the most favorable combination of factorgtéraanalysis
(principal component analysis, varimax rotationthe initial data) has been held in the SPSS Sti& program.
The first step is to construct a matrix of corri@atindicators for the unit "Innovative potentidltbe region”, which
determine the statistics for the regression pararagto establish the relationship between thecsmleindicators
Pearson's correlation coefficient has been useduré& 1 shows the values of the Pearson correldborthe
considered indicators graphically.

Regions' innovative potential The results of innovative activity
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Each row of Figure 1 shows the dependence of texjrwhich is in the present line on the ordinateother
indicators that are located in columns along thdzbatal axis. Thus, we can conclude that the nigjaf the
analyzed indicators of the block "innovative poi@rf the region™ are interrelated.

To verify the feasibility of the factor analysisrfthe unit "Innovative potential of the region,'t les use the
criterion of Batlertt's sphericity that tests thellnhypothesis of no correlation between the vddahin the
population, and the criterion of Kaiser-Meyer-Olkirsampling adequacy, which checkes how the cdioela
between pairs of variables can be explained by atimables (factors) (Table 2).

Table 2. Checking the appropriateness of factdysisafor the unit 'innovative potential of the ieg’

The criterion of Kaiser-Meyer-Olkin's sampling ,665
adequacyKMO)
The criterion of Batlertt’s sphericity An approximate statistics value 2446,378
The degree of freedom 136
Relevance ,000

According to the Table 2, the null hypothesis thia correlation matrix is an identity, can be rgjan
accordance with the criterion of Batlertt’s sphi#yicAn approximate statistics value is equal td@878 with 136
degree of freedom, it is significant at the leveD®5. The statistic value of KMO is (0.665) tligtmore than (>
0.5). Thus, the factor analysis is an acceptabloadeor the analysis of the correlation matrix.

The next step is the factor analysis which is basadthe principal component analysis based on the
determination of the minimum number of factors tbamtribute most to the dispersion in the data.yTdre called
the principal components. It should be noted thatviariables X2, X15, X16 have been eliminated essalt of a
preliminary analysis, as the proposed factor madglained only a small part of the dispersion atheaf the
selected variables. Table 3 shows the statistitalgpy factor model.

Table 3. Afull explanation dispersion

Compo- The initial values The sum of squares of their éovam rotation
nent In total % dispersion Cumulative % In total % disgien Cumulative %
1 3,911 23,003 23,003 2,968 17,457 17 457
2 2,549 14,992 37,995 2,425 14,268 31,725
3 1,871 11,009 49,004 2,059 12,114 43,838
4 1,716 10,097 59,101 2,007 11,807 55,645
5 1,298 7,636 66,736 1,857 10,926 66,571
6 1,054 6,198 72934 1,082 6,362 72934
7 ,823 4,842 77,776
8 ,756 4,449 82,225
9 ,624 3,672 85,897
10 ,495 2,913 88,810
11 436 2,564 91,373
12 ,351 2,064 93437
13 ,315 1,851 95,289
14 ,248 1,458 96,746
15 ,236 1,389 98,135
16 211 1,238 99,373
17 ,107 ,627 100,000

According to the Table 3, we can see that theagitofs have the values which are superior unitcefbes, only
six factors have been selected for the analysesfitht factor explains 17.457% of the total dispen, the second
factor - 14.268%, the third factor - 12.114%, tberth factor - 11.807%, the fifth factor - 10.926te sixth factor
- 6.362%. All six factors explain 72.934% of theatodispersion. Factor matrixes with the contribatiof the
principal components in the total dispersion aftgation by the "varimax” method, which was propbby Kaiser
in 1958, are shown in the Table 4.

Table 4. The matrix of factor loadings after ratati

Variables Component
1 2 3 4 5 6
X1 ,125 ,135 -,193 ,053 ,798 -,071
X3 -,219 ,753 ,200 -,101 -,127 -,051
X4 -,180 174 ,286 -,142 ,139 -,027
X5 ,688 ,191 -,258 -,130 -,225 ,083
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X6 ,876 -,228 -,045 ,027 ,130 ,028

X7 ,800 -,249 ,229 ,074 ,130 ,065
X8 597 -,462 -,054 ,047 422 -,103
X9 -,084 -,082 ,785 -,019 -,282 ,138
X10 ,029 ,716 -,239 -,094 -,063 ,075
X11 ,340 -172 -,677 ,009 -,338 -,007
X12 ,682 ,070 -,331 -,097 -,317 -,125
X13 ,168 ,463 ,673 -,122 -,257 -,149
X14 -,125 -,245 ,023 -111 744 ,042
X17 ,003 -121 -,048 912 -,048 -,011
X18 ,035 ,022 ,060 ,006 -,030 ,955
X19 -,024 -,184 -,235 674 ,016 ,237
X20 -,026 -,021 ,143 ,785 -,001 -,136

The rotation obtained most clearly marked factars tb the redistribution of the contribution of tncipal
components (since there was a reduction of theibatibn of the first principal component, then tentribution of
the remaining five components separately has bestrbdted more uniformly). The results of the tacanalysis
are presented in the Table 5.

Table 5. Factors explaining the innovative potéutid&Russian regions

Factor The variables included in the factor

Factor 1 X5 - Employed in the economy completetiagr (higher) education, %
X6 - Share of organizations that have a websiteariotal number of organizations, %
X7 - Share of organizations using broadband Intesioeess in the total number of organizations, %
X8 - Share of households with Internet access flome PC in the total number of households, %
X12 - The number of researchers per 10 000 ecomtiyiactive population

Factor 2 X3 - Unemployment rate
X4 - Number of students at educational organizatiwfrhigher education per 10 000 economically aqiivpulation
X10 - Share of budgets of the subjects of the Rndséderation and local budgets in the total expard on
technological innovations, %

Factor 3 X9 - Share of the higher education séntgross domestic expenditures on research andafgwent, %
X11 - Gross domestic expenditures on researchevelapment as a percentage of GRP, %
X13 - Share of researchers with PhD degrees itotaknumber of researchers, %

Factor 4 X17 - Expenditures of organizations onabguisition of machinery, equipment that are eslab the technological
innovations as a percentage of GRP,%
X19 - Intensity of expenditures on technologicaawvations,%
X20 - Special expenditures on environmental inriovet as a percentage of gross domestic expendaorB&D, %

Factor 5 X1 — GRP per capita
X14 - Share of researchers under the age of 3®itotal number of researchers, %
Factor 6 X18 - Expenditures of organizations omings related with innovations as a percentag8RP, %

Thus, in accordance with the six selected factxsnew variables were generated, which are céibd, Fac2,
Fac3, Fac4, Fac5 and Fac6, containing the calcliateies of factors.

Let us construct a matrix of correlation indicatfosthe unit "The results of innovative activityith the next
step Figure 1 shows the values of the Pearsonlabore for the considered indicators graphicallyw$, we can
conclude that the majority of the analyzed pararseadee interrelated.

To verify the feasibility of the factor analysisrfthe block "The results of innovative activityétlus use the
criterion of Batlertt’s sphericity and he critemiof Kaiser-Meyer-Olkin’s sampling adequacy (Ta)e

Table 6. Checking the appropriateness of factdysisafor the unit «The results of innovative aitjiv

The criterion of Kaiser-Meyer-Olkin’s sampling adeqy KMO) ,558
The criterion of Batlertt’s sphericity An approximate statistics value 2858,053
The degree of freedom 36
Relevance ,000

According to the Table 6, the null hypothesis thia correlation matrix is an identity, can be rgjan
accordance with the criterion of Batlertt’s sphiéyicAn approximate statistics value is equal t®&2853 with 36
degree of freedom, it is significant at the leveD®5. The statistic value of KMO is (0,558) tlimtmore than (>
0.5). Thus, the factor analysis is an acceptabloadeor the analysis of the correlation matrix.

The next step is the factor analysis which is basethe principal component analysis. It shoulchbted that
the variables Z5, 78, 79, Z13 have been eliminated result of a preliminary analysis, as the pegdactor
model explained only a small part of the dispergibrach of the selected variables. Table 7 shbestatistical
primary factor model.
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Table 7. Afull explanation dispersion

Compo- The initial values The sum of squares of their éovam rotation
nent In total % dispersion Cumulative % In total % disgien Cumulative %
1 2,891 32,126 32,126 2,436 27,069 27,069
2 1,733 19,259 51,385 2,037 22,631 49,699
3 1,474 16,374 67,759 1,499 16,651 66,350
4 1,241 13,786 81,546 1,368 15,195 81,546
5 ,656 7,294 88,840
6 ,529 5,881 94,720
7 444 4,935 99,656
8 ,027 ,297 99,953
9 ,004 ,047 100,000

According to the Table 7, we can see that the faators have the values which are superior uniérdfore,
only four factors have been selected for the amalylse first factor explains 27,069 % of the tadadpersion, the
second factor - 22,631 %, the third factor - 16,85%he fourth factor - 15,195 %. All four factarsplain 81,546 %
of the total dispersion. Factor matrixes with tbatcibution of the principal components in the taligpersion after
rotation are shown in the Table 8.

Table 8. The matrix of factor loadings after ratati

Variables Component
1 2 3 4

Z1 ,080 ,991 ,026 ,044
Z2 ,101 ,989 ,031 ,062
Z3 ,949 ,103 ,006 ,121
Z4 ,934 ,109 ,026 ,113
Z6 ,733 ,015 ,047 -,032
z7 ,296 217 ,048 742
Z10 ,083 ,068 ,022 -,878
711 ,110 ,033 ,857 ,087
712 -,043 ,017 ,870 -,069

The results of the factor analysis are presentéaeimable 9.

Table 9. Factors explaining the results of innaeasictivity of Russian regions

Factor The variables included in the factor

Factor 1 Z3 - Share of organizations implementudphological , organizational, marketing innovasiamthe total
number of organizations,%
Z4 - Share of organizations implementing technalalgnnovations in the total number of organizasién
Z6 - Share of organizations implementing environtakinnovations, in the total number of organizatip
%

Factor 2 Z1 - The number of patent applicationdgrfeentions which were filed by national applicafisRospatent
per 10 000 economically active population
Z2 - Coefficient of inventive activity

Factor 3 Z11 - Share of innovative goods, workssaTdices in the total volume of shipped goods kepservices,%
Z12 - Share of innovative goods, works and seniicélse total exports of goods, works, and servipes
industrial organizations

Factor 4 Z7 - Number of developed advanced manufiacttechnologies per 100 000 economically active
population
Z10 - Balance of export and import of technologerelation to GRP

Thus, in accordance with the six selected fac®xsnew variables were generated, which are céibd, Fac2,
Fac3, Fac4, containing the calculated values abfac

4.CONCLUDING REMARKS
The revealed factors of innovative development dradresults of innovative activity can be used urntHer
analysis of innovative development of the Russiaddfation’s regions.

But special attention should be paid to the evaduatf innovative development of the Tyumen regiGuarrently
the region, together with its members Khanty-Maarsil Yamal-Nenets Autonomous Area, is one of theesas
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growing regions of the Russian Federation. Thegyregional product of the region in 2013 was 9.3%DP of
the Russian Federation (the region holds the seposition on this indicator, giving Moscow the figace). The
growth rate of this indicator consistently is nofyoahead of the average index, but is also ambadnighest ones.
Moreover, the region is the main supplier of crwileto domestic and foreign markets, occupying ameenely
important place in the economy and energy securitjhese circumstances, Tyumen region acts a%tigne of
growth" for the whole Russia, and it can be clasgdifis the "reference areas" which creates the fira@ncial,
human resources and innovation.

However, analysis of innovative development of Tyemen region indicates a weak position of theaegn the
studied area. Analysis of the effectiveness of éiggonal innovation system (RIS) in the Tyumen oegieveals two
trends. Firstly, the Tyumen region leads in terfh&BP per capita, which is associated with the nasure of the
regional economy and a high share of fuel and graymplex in the industrial structure. In additidimere is a high
value in labor productivity in the high-tech sectS8econdly, there is the low innovative activitybofsiness, science
and higher education, which hinders the implemémaif the existing potential (Table 10).

Table 10. Comparative analysis of the revealedfaaf the Tyumen region with the leading regiod amerage values of the regions of
Russia, 2013

Factor Tyumen region Average value Region - Leader
Innovative potential of the region

Factor 1

0,77715 0,63998 4,90414
Factor 2 -0,73448 -0,11996 3,9042
Factor 3 0,4784 0,235 253376
Factor 4 -0,09921 -0,00147 6,7195
Factor5 2,34934 0,36913 5,89896
Factor6 -0,4093 -0,02293 2,58984
The results of innovative activity
Factor 1 -0,54046 -0,2382 2,47159
Factor 2 -0,43694 0,0485 5,29719
Factor 3 -0,70079 0,0812 5,99599
Factor 4 -0,09066 0,21331 1002518

Table 10 proves a low level of innovative developtad Tyumen region due to the fact that almosbfthe factors’ values (except Factor 5
in the group of innovative potential that includedicator of GRP per capita) are far behind theieslof the region-leader’s factors. As for
innovative potential, Tyumen region has three faacthich values exceed the values of the averags, lhese are Factor 1, Factor 2, Factor 3
that characterize mostly the educational potentia, level of development of the information sogietelfare of the region and personnel
potential. But speaking of the results of innowatactivity, it is worth noting that Tyumen regioasino single factor which values would exceed
the values of the average level of Russian regibpsoves the existing problems of implementatidthe region’s innovative potential.
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Abstract

The impact of various factors on the formation ofamizational structure of accounting system exiassthe accounting
structure under the influence of environmentaldextshow atypical behavior.It can be concluded these factors primarily
affect the accounting measurement and disclosaetipes, which is reflected in the preparation evdluation of positions in
financial statements of business entities.In tliatext, the relationship between the capital marleetd accounting system of
values regulates the amount of information disalesu

Besides the disharmonization of accounting pregtinaifferent national economies, existing of asetric information is
inevitable factor which determines the level ofctlisure and transparency of information, i.e. resjnlity of businesses in
preparation and presentations of financial statésnen

This paper also describes the variety of finansngrces available to both individual consumers lamsinesses, and the
considerations that lead a consumer or a businesisobse a specific financing source. A robustgiefit, and diverse financial
system facilitates economic growth. Research hagrskhat the level of financial development israsg predictor of economic
growth. It then discusses how this variety of finiag sources provides benefits to the economy amdthey affect the practice
of financial reporting.

Keywords:information, disclosure, capital, market, finarcia

1.INTRODUCTION

In the wake of the recent financial crisis, some&ehargued that the economic growth was merely an
unsustainable bubble, and that when the bubblé,libeseconomy came crashing down (Center for ahypiarkets,
CCMC, USA, 2011). While the causes of this crigs ot the subject of this paper, it is worth ngtihat the crisis
was a consequence of a variety of factors: an exag¥ply of liquidity due to a global liquidity-iralance, an easy-
money monetary policy, a political desire for wiplkesad home ownership, and various developmenten t
financial sector. All of these factors need attemtif we are to have a well-regulated, transpareffigient, and
robust financial system, consisting of a diversityinancing sources. Thus, financial reform musthgnd in hand
with a strong financial services sector. Nonetlglas important point to remember is that the dhtawv a strong
correlation between economic growth and strengfinahcial services.

It was not a coincidence that a lot of economiesvgso rapidly during a time that financial servigesw in
importance. Financial markets and the financialiserfirms that operate in those markets help iilials and
businesses raise capital of various sorts, asdhagnel money from savers to those with investnagds. The
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more well developed the financial system, the béttaricated this channel, and the lower the tratisas costs and
other impediments to investment and economic growth

Indeed, one of the roadblocks to economic growththie former socialistic countries in Europe, sush a
Macedonia, has been the lack of developed finarsyatems. The fact that the U.S financial systermved
developed and innovative has been a big boon twidudls and businesses, as they have been aldecess a
variety of financing sources to raise relativelywioost capital to grow. Even within the United 8&tthe number
one reason for the failure of small businesseadk 6f access to funding. Put differently, when bimasinesses do
succeed and create employment and growth, an imgdector in their success is access to the fingmeeded to
support growth. The strength of the financial systeas also been a significant factor in the creatibprominent
new firms that have been launched in the past 2By&nd have gone on to become global powerho8tsabucks,
Yahoo, Google, and eBay are but a few examplesotier country in the world can match this, in laypet
because no other country in the world has suclep ded vibrant financial system.

In order to get access to public equity marketp@mtions need to meet investor expectations veisipect to
corporate governance practices. They need to etadblformal structure of procedures, rights argpoasibilities
that make investors willing to provide money anckenthe original owners willing to share ownershiipiva new
circle of outsiders. The Principles of Corporatev&oance provide the elements of such a framewthky also
provide guidance for policy makers and regulatomshow to assess, design and improve corporate g@vee
related laws and regulation. The Principles provemmmendations in a number of critical areas sisctine rights
of shareholders, institutional investor practi¢bs, functioning of stock markets, the role of stakders, corporate
disclosure and the responsibilities of the boardigctors. Importantly, they also address the itaf supervision
and enforcement.

2. Classification of capital markets on the base odiversity of financing sources

For many authors the type and development of dapitaket is one of the most dominant factor for the
differences between accounting systems. That's wiey make classification of the capital marketstwo
categories, depending on the source of financireg, dapital markets and debt markets. Those aytkdrsse
findings are subject to discussion in this paper, Roberts, Weetman& Gordon, (2008); Radebaughy &rBlack
(2006); Saudagaran (2004) and Nobes (1998). Whenmmibst companies in a country are oriented to theks
exchange, as a main capital source, in that casménket is referred as a capital market. In otbemntries, where
business entities are seeking for fund sourcing fbanks, as primary source of capital, the maske¢ferred as
debt market (Saudagaran, 2004). Business’s fingrttiough capital market is more important thamaficing by
debts (Roberts, Gordon (2008). In the processnaiiting through the capital market the accountmuciples and
rules are established with the aim of producingmvérd-looking information necessary for effectigecision
making. While, in the second way of financing, camstive principles for accounting measurement Hzeen more
important, in order to protect the creditors.

In European Union countries, business entities wathie way of financing, i.e. fund sourcing. Inuetries such
Great Britain, the capital is usually divided beememany small shareholders, and accounting presigquire for
accurate reporting of realized profit (earning) Garmany, for instance, business are more origntédancing by
credits, from relatively small number of banks,hwitoncentrated ownership of capital. In this céseaccounting
system is based on the principle of conservatisapit@l is provided by several large shareholdeet the
companies communicate with, and public reportingds primary. On the other side, in France and ®methe
legislation has a huge role in capital sourcing agement, and the companies are required to implethen
government policy and macroeconomic plans. Compaanie following the single set of accounting piples and
methods in their financial reporting, in order telhthe country to boost economic development &doeng,
1994) and to improve government decisions (MueGarnon& Meek, 1987).

However, Radebaugh, Gray and Black (2006) state ttiea pressure concerning public responsibility and
disclosure of information is bigger when the fingaugcis done through the external shareholders @adks
exchange, unlike the banks which usually have sacgsnformation. For instance, in Germany, Framad Italy,
financing of small family businesses from banksesy important. Contrary, in USA and Great Brittiere are a
lot of entities who rely on funding from milliond shareholders, that's why there are 250 listediestin 2007,
with market capitalization of 800 milliard dolla(dlobes& Parker, 2008). Strong capital market wittfiecent
groups of shareholders, in general, is a base doergiting of very sophisticated information. Whemks are
dominant financiers, accounting systems assumeegiioh of creditors, primarily, and the scope oblzhed
information has been decreased (Doupnik& Salte®95)1.9
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At the same time, Nobes (1998) uses Zysman’s @ieeson published his book “Governments, marketd a
Growth: Financial Systems and the Politics of IndakChange”, to categorize the accounting systenesuntries,
regarding the intensity of influence of credits aagbital, into dominant “insiders” and dominant teiders”. This
idea has roots in financial literature, and hasnbesed in many discussions concerning differentesys of
corporate governance. In the table below the Nshasitrix for financing systems is presented:

Table 1. Nobes’s matrix for distinguishing of firgad systems

Systems oriented to credits Systems oriented ticatap

dominant “insiders” | 1]
dominant “outsiders” 1l [\

Source: Nobes, (1998), Towards a general moddieofeéasons for international differences in finahogporting,
Abacus, 34 (2), p.166

Basic setting of the matrix is the fact that thpitzd market, as the main source of external Ia@rgitfinancing,
rests on securities, with existing of large scojpeapital instruments and financial institutiondjigh have relations
with business entities. In these circumstancesstove change the structure of their portfolios wiith help of the
secondary market of securities. Nobes describetsitiers” as external members who doesn’t have \dleged
relationship with the business entity, as they rmwe members of board of directors. They are, irt, facsmall
stakeholders (private ownership) and institutianirsurance companies and funds, with large dispgpsrtfolios,
that decrease the possibility of a single imporpanticipation in entities’ capital. “Insiders”’ké government, banks
and other entities are long-term partners, condeti@ugh their own investments that requires tinagid reliable
accounting information. It can be concluded thdfedent users require different set of informatidrpm
guantitative and qualitative aspect.

2.1. Review of the most significant researchekerfield of capital markets and source financing

This section gives a short overview of several irtgoa researches about the degree of connectiavebat
capital market and sources of financing, regartiegdifferences in financial reporting in natiopehctices. Subject
of discussion are results from research and fioaclusions of following authors: Leuz, Nanda and Sdbki
(2002), Forst, Gordon and Hayes (2002), and others.

Leuz, Nanda and Wysocki (2002) make classificatiboountries in clusters with similar legal andtingional
characteristics, i.e.:

1. “outsider” economies with strong legal influence @reat Britain and USA);

2. ‘insider” economies with strong legal influence @srmany and Japan);

3. ‘“insider” economies with week legal influence (Ytalndia).

In terms of profit, “outsider” economies with stgpmfluence of legal system disclose the lowestll®f profit,
and the “insider” economies, the highest one. Redurofit appears in economies with strong invéstsupport
and large stock exchanges. Above mentioned authade a sample of 70.955 business entities and &164.6
financial entities, from 31 countries, for the peki1990-1999, using the data from Worldscope Haserder to be
included in the sample, each country should haleaat 300 entities, analyzed through several ataggivariables
(total assets, sales, net income and operationalria). Financial statements for last three yeansech entity,
have also been used and also information for tiegiprofit / loss. Each variable has been rankedigher scores
mean greater importance for the capital marketstFatuster is characterized with big stock exchandew
ownership concentration, wide “outsider” rightsghilevel of information disclosure and strong legahtrol.
Second and third cluster contain considerably smatlock markets, higher concentration of ownershipaker
investor’s protection, low level of information dissure and week legal system.

Similar research have been conducted by the autforst, Gordon and Hayes (2002), which resultethén
paper “Stock exchange disclosure and market derelap an analysis of 50 international exchangebé main
assumption in their work has been the fact thatksexchanges and countries differ a lot in traditi@quirements
and disclosure practice. Conclusions from this ysiprdpose promotion of more rigorous standardsfifeancial
disclosure, assisting in this way in improvementcapital market quality and liquidity. For the pase of this
research systems of financial reporting and le¥digaidity of 50 members of World Federation Exoga (WFE)
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have been analyzed, through questionnaire corgisfii2 criteria for financial disclosure. With #yss of these
12 measures of financial disclosure, benefitsrmoety and objective disclosure of information congeg business
entities, for the stock exchange, have been coafirrkirst, total liquidity of the market can berggsed, because
the level of liquidity and extent of disclosure anepositive correlation. Increased liquidity carawt additional
listing of entities on stock exchange, which wiifl turn, increase possibilities for investor’s iragd As a result of
this, market activities increase and investmentcgse facilitates. Results of this research can hip the
international organizations that works on harmadiwzeof reporting standards, as a way of reductibbarriers to
international capital flow.

Grey (1980), in his paper “The impact of internatib accounting differences from a security-analysis
perspective: Some European evidence”, investighteseme countries are much more conservative tienthers,
from the view point of measurement of the profit,the base on comparative-empirical research otbigpanies
in France, west Germany and Great Britain, forpgieod 1972-1975, by using of standardized metlddsialysis
and presentation of financial statements of congsamiespecting the recommendations of Europearraiade of
Financial Analysts Societies — EFFAS). Conservatisngaution is a basic accounting principle in ¢hesuntries,
according the Directive IV of the European Unioraiivigoal of this “European method” is to deterntime number
that can be used in the assessment of profit amddhlculating the ratio.

Taking into account the “European method”, as asmesaof adjusted profit, it can be calculated tgorof
disclosedprofit vis-a-vis adjusted profit, using tindex of conservatism”, with the formula:

1 -[(Ra— Rd)/RK1)

where,
Ra = adjusted profit
Rd = disclosed profit

The result of this computation is so called “indeixconservatism”. Depending on the results allostare
classified into nine categories, starting from vegnservative (pessimistic) ratio — when0,50, till less
conservative (optimistic) category — whenl1,50. At the same time, there are three subgradphe ratio -
pessimistic, neutral and optimistic variable. Grafppessimism includes ratio of conservatisn®,95, and for
optimism> 1,05. Neutral variable allows measuring of tolemafor ratios between 0,95 — 1,05. This is indidate
Table 2.

Table 2. Classification of disclosed profit usihg tindex of conservatism”

Pessimistic € 0,95) Neutral (0,95 — 1,05) Optimistic (>1,05)
0,50 0,95 -0,99 1,06 -1,25
0,50 -0,74 1,00 1,26 -1,50
0,75-0,94 1,01 -1,05 1,05

Source: Gray, (1980), The Impact of Internationat@unting Differences from a Security-Analysis Pexgive:
Some European Evidence, Journal of Accounting Relsea

Differences in the conservatism of profit disclesean be explained with the different needs of gnaups of
information users, and also with the influence aanagers and accountants in business entities.\yHguéstors, as
first interest group, are primarily interested fre tdistribution of available profit, boosting thecp of shares and
active secondary market. This optimistic impact egate investor’s capital and also have positiveachpon
disclosed profit in Great Britain. As opposed ts thbanks and other creditors, as second interesipg are more
focused on certainty of investments and capacafesompanies for paying the interest, typical foarce and
Germany, where the impact of conservatism genepatesimism in disclosure of profit (Grey, 1980).

Therefore, the degree of conservatism in a cowdgtgrmines the amount of disclosed informationhendapital
markets, whereby classical example of agency prnolkdppears, as generator of information quality. ndge
problem (or asymmetric information) is not only g#at at capital markets, but appears as a frequebtem in
micro organizations. In fact, an increased degfeerformation asymmetry is inversely proportionatiwthe quality
and transparency of information disclosure, corngtit in a big obstacle for the efficiency of fimaal markets.
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2.2. International model of financial disclosureasolution for information asymmetry

Depending on the sources for financing, Zarzeski9@) developed a model for international disclosure
(International disclosure model), using one depenhdsd two independent variables, as shown in gctu
Namely, Zarzeski believes that investors with peacof publishing information are dependent vaeahihich
means disclosure of necessary and voluntary infoomaas the investors are the main users of arfinahcial
reports. Three market forces and four culturaldemmake independent variables marked with plusi(+inus (-)
which represents the interaction between discloanckindividual independent variables. Market feragclude
overseas sales, size of companies and the sizheoflébt. The power of culture is represented imiding
uncertainty, individualism toward collectivity, géger and relation between small and great concemtratf power
(so called Hofsted’s variable).

Source of services Independent variable Dependent variable

Market forces

Disclosure
practice oriented
toward investors

Product market

Capital market

[

Culture forces

Fig. 1. International model of accounting disclespractices

The main conclusions of Zarzeski's model of disgtesare: the variable of foreign sales is posiyiassociated
with the disclosure, showing that entities that mae dependent on foreign cooperation disclosigtaeh level of
information to investors. The variable of debt gats negatively associated with the process ofrmégion
disclosure, which means that entities with a higteticipation of debt their total assets refusdiszlose a lot of
information. As for the size of an entity, thereaipositive correlation, as bigger entities diselo®re information
in financial statements. Three of four dimensiohsuwture forces are highly significant. Precisahgdividualism,
gender and concentration of power are positivelyetated with the accounting disclosure, while ti@ension
avoiding of uncertainty is negatively associated.

3. The role of financial reporting policy in ensuing transparency of business

The agency relationship which is to some degreeanant in all entities in which the ownership fuaatiis
separated from control function (that is, nearbaae in all joint stock companies listed on theclstexchange), is a
kind of discretion of management in the frame péficial reporting. The range of information diseld# financial
statements are also determined by another factrlzat is the choice of the financial reportingteys within
which management directly affects the precisiomlistlosed accounting information. Policy of finaaieporting
of entities can be considered as a set of accaypblicy and procedures, as well as the voluntagision about
the level of disclosure, selected in order to cmnsty shape the annual accounts in order to prdserthe users
certain information concerning financial positiardgprofitability of companies, and to support reatiion of certain
company goals (Stocken&P.Verrecchia, 2004).
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In practice, not infrequently, the policy of finaaicreporting is identified with activities aimed Blurring the
operating in accordance with the interests andotheer of management. However, It is important téertbat the
above interpretation is wrong, since such actiosasnaither legal nor contribute to a more efficieapital market,
but reflect the creative accounting. Contrary ais,tpolicy of financial reporting should reflectset spirit of the
principles of proper bookkeeping and as such shoaifdribute to a more efficient decision-makingrofestors and
the functioning of capital markets. In this contefthancial reporting has important role to inceedsusiness
transparency. The fact that in volatile conditi@msl unstable financial markets, information useesret always
able to uncover the information content of finahattements, i.e. to recognize the perspectiveonfipanies,
policy of financial reporting has an important radé signaling. As instruments of communication withe
investment community, as well as other stakeholdesicy of financial reporting is focused on thealization of
targets of the capital market. However, it must betconcluded that the realization of the objestivéll be
achieved at the expense of investors. On the agntitais a "game" in which both sides should bé&nefin
companies this is reflected in obtaining the neamgssapital and the opportunity to realize the risdi strategy in
order to gain and maintain competitiveness advantabile investors have the opportunity to bettedarstand the
business, recognize the stable and promising coiepand thus make more effective decisions abeirt de posits.

The significance of the policy of financial repaodiis reflected, among other things, in contribatio build and
maintain the financial reputation of the compariye &ttractiveness of certain companies for investodetermined
in high degree by the financial reputation of tleenpany. The research results show that investdisviethat
financial reputation is an important factor in gagthe confidence in presented performances ofcttmpany.
From the standpoint of investors, in the procesbuwlding a reputation of companies, following etarts have
great contribution: financial reporting, transpargncommunication, performance and financial stiengf
companies, as well as the ability of the Board o&@ors. In the opinion of financial investorsdincial reporting
is the largest contributor, especially if it hatigh degree of transparency. In other words, comparnith high
financial reputation strive to provide high qualityancial reports (Cao, Myers, Omer, 2011). Thisans that the
reported performance reflects the changes in thleemnomic value of the company, thereby reduttiagproblems
associated with the agency's attitude.

Communication based on a true and fair view of eoun reality is the key to establish a relationsbigrust,
not only with investors, but also with other statdelers. The fact is that the construction of repatatakes years,
and it can disappear with just one inadequate aisick. As for the factors that distort the repotatinvestors
emphasis on inadequate communication in compaaresfinancial reporting of low quality. It is ofteraused by
incorrect recognition of revenue, as well as o#lements of biased and unethical reporting. Prigcisehis area is
recognized the difference between policy of finaheporting and the so-called "Creative" accougtin

The role of financial reporting in solving the pletn of adverse selection (as a result of infornmatisymmetry)
can be reflected in timely disclosure of relevamd aeliable information, i.e. the conversion ofides information
into the public. When it comes to moral hazard® #olution is a reliable measurement of performance
benchmarking, as the base of monitoring. It folldte the problem of information asymmetry can biggated if
the management of the company instead of opportudefine the access of signaling through finarstialements,
as well as the engagement of audit firms that egjeglibility in the financial community.

Reducing the problem of information asymmetry igtar enhanced by activities of independent prodesds
such as financial analysts who mediate between aomp and investors, and other mediators i.e. clertr
(gatekeepers), whose role is to protect the inte@snvestors. This is achieved not only throtigg monitoring of
entities participating in the capital market, wherhong other things implies that the financialestatnts should be
prepared and presented in an impartial mannercéordance with generally accepted accounting mpiesiand
standards, but also with the help and monitorinthefcorporate insiders behavior. The aim is toease credibility
of financial reporting and maintain confidenceha financial system.

4. The policy of financial reporting as support ofcreation shareholder value

Creating value for shareholder is one of the syiatgoals of modern entities. The aforementionefi shfocus
from maximizing short-term profits to long-term wak creation initiates the question of whether enghat
manner the change of corporate target causes gelamattitude of management towards the practtésmancial
reporting. The pursuit of profit maximization ofteasults in applying techniques of aggressive arhtive
accounting, appropriating shareholder wealth bycumilous managers, as well as the collapse otahgpany.
Described consequences suggest that the pursmigxifmization of profit reduces shareholders vallee reasons
should be, among the others, the dysfunctional\nehaf managers, who in an effort to maintainightrate of
profit, use to discard the projects that are ecacally justified, or promising a lower rate of retLthan the average
achieved, in order to maintain the high performaoicéhe company. On the other hand, highly proféatrojects
are accompanied by a high level of risk that magdten the survival of the company.
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The relationship between management and shareko(tlee agent and principal) in large corporatios i
regulated with the agreement for compensation. dihe is to encourage agents to direct their effeotsard
operation proprietary interests. An integral pafttite compensation package for management, besiaesy,
includes share options, bonuses, cash incentietiena i.e. shares in ownership. These componenglyithat the
contract is designed in a way that makes the wedlthe management sensitive to changes in stdck.phs for
the shareholders, yield can be achieved in the fofricash dividends and capital gains. The basimise for the
realization of capital gains is to increase thekaiavalue of the company. Yield of shareholdersesgnts the main
motive behind their investment, and decisions orchmmse of shares of a particular company. The tfat the
capital market, for the needs of entity evaluatigarpret, among other information, also the infatimn contained
in financial statements, implies that in the impbaration of listed objective, the policy of finaakcireporting
contributes with significantly high degree. In aterds, in addition to the protection of valuagesahcial reporting
is assigned as the task of creating value.

The capital market is perceived by a significaninbar of investors and managers as a short-termtedeThe
reasons should be find in the fact that the stagéep of companies who are in long term superioterms of
business efficiency and positioning in the industye not always extremely high. When we speak tfer
management, it often fails to see a direct conordbetween strategic decisions and actions onrkehand, and
value creation on the other (Rappaport, Maubong§ii1). In addition, portfolio managers are oridrie achieve
short-term results and maximizing personal benelitss explains the choice of accounting policy ethis not
always rational in terms of maximizing long-termu& but increases stock prices in short termsthigcontext,
long-term speaking, investors (not speculatord)laske by at least two reasons: first, short-teaimg provide little
valuable information on long-term cash flows of d@mpany, and secondly, consensus estimates acidsgid
earnings are subject to arbitrary accounting clsaikat has little in common with actual performance

Despite these perceptions, capital markets aretkenng oriented (Koller, Geodhart, Wessels, Copel@d5).
The “myopathy” of a part of the investment commuimian be attributed to misinterpretation of marlestction to
the published profits. In the case of the abovetiorad above-average efficiency of entities, ifcktprices fully
reflect competitive advantage, there is no roonefqrectation that shareholders will achieve abosxegge returns
(capital gains). Superior returns are possible dafythose investors who correctly anticipate thanges in the
future competitive position of the company andtezlachanges in cash flows, which are not reflentetle current
share price.

Stock prices reflect the future cash flows of tlmnpany. If the basis for the valuation of the compés
discounted cash flow, or if the gain itself is @aot adequate approximation value, it is possiblastothe question
why the market reacts to the disclosure of gaikvelmy accordingly, management seeks to formulates@a

In an effort to answer these questions it is nexgs® start from the informative perspective afaficial
reporting. The gains of the current period sen&s aasis for forecasting future cash flows andsedty of
entities. If the company disclose higher or lowaing than expected, such information is used byketsrfor
revising of the previously performed forecast fond-term cash flows. Thus, for example, if the rearls
disappointed with current gain, unfavorable sigmalthe future cash flows will cause the declinetock prices in
observed companies. Research shows that changesreported gains, primarily caused by a changea@ounting
methods that do not touch the cash flows, havethoeince on the share price (Rappaport, Maubon28iil). This
further implies that the market does not react raeidally, i.e. if there is no signal on the futym®sperity of the
company, there will be no changes in stock prices.

This is supported by the results of a US studyiti@tided 54 companies, examining the implicatiohshanges
in accounting for goodwill on stock prices. Spewfly, in the context of "Project improving IAS" wh was
published in 2004 by the IASB, with amendmentslA8 38 - Intangible assets, is planned that byfitst of
January 2005 the goodwill should not be written down, but a #nd of each year its value should be tested in
terms of imperative losses. In such circumstangas) of the companies that have had a significambumt of
goodwill recognized due to missing of depreciatimsts, showed an upward trend compared to preyereds.
The increase in profit per share was accompanietthdappreciation of stock prices. However, wittim weeks,
share prices have returned to initial level (Kokgral, 2005). This phenomenon can be explainet specific
market perception that the above changes in accmutteatment has no impact on future cash flowshef
company.

On the other hand, certain changes in accountiigmates and policies directly reflect changes itufe cash
flows. So, for example, high imparity write-offs gbodwill shown in assets as a result of recemiglémented
acquisitions, suggests that the expected bendfitab operation are not realized, or that the alchenefits are
lower than expected. As a result, lower gains ceflnexpected changes in future cash flows, ansuah are
reflected in the stock prices. This implies that thrite-off policy has influence on stock pricestire degree to
which shapes the assumptions of investors in tefrfigure cash flows of the company.
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Seen through the perspective of information conteolicies of financial reporting can be characted as a
useful, neutral and harmful (Ronen, Yaari, 200 e Phenomenon of creating financial and accoumtifaymation
is considered useful if send to investors signaisua the long-term prosperity of the company. Biecis and
procedures that place signals on short-term pedoce have neutral character, while the destrugoley of
financial reporting (creative accounting) is colesat a practice that sends the wrong signals embaladdressees
(users).

Although the evaluation process is primarily basedhe expected cash flows, the importance of méion for
the profit is not contested. Namely, informatiomabthe profitability are important for investongedto the fact that
disclosed gains represent a framework for the paymé dividends, evaluation the ability of investmheand
companies growth, the settlement of obligationsgyeent of capital shall be made from the protiratax), which
implies the availability of a large amount of fudurash flows for shareholders.

If we accept the view of the relevance of dividersteck prices can be displayed as a function efpilesent
value of future dividends. In addition to heiglttisi necessary to emphasize the aspect of thdistaidividends.
As is well known, due to risk aversion, investovslaate the stability (gains and dividends) comgdnea profit
"shocks". Such preferences suggest to the manageheemeed of planning and pursuing the policy nifarm
expression or less fluctuating results.

The cycles in the economy, as well as stages idiftneycle of the company, also have implicatians the
results. Showing stable gains, however, it is ragsgble without a policy of financial reporting aadcounting
basis, i.e. accounting policies. Reduced risk g#ioe and consequent lower cost of capital (reguiege of return
on equity) as a crucial element of the discountofadndicate that accounting policies are an irdegart of the
strategy of maximizing shareholder value. Thus, é&w@ample, management of the business which has an
unexpectedly poor performance compared to the gusvperiod, on the base on experience, can estimatehe
difficulties are temporary. In this case portfotid accounting policies which increase the gain banapplied,
hoping to change — improving performance in thet peetiod. In case the expectations are met, tlaegly of
equalization is successful and the market willgrsshe valuable premium to account for the stabléopmance.
The reasons should be sought in a reduced perneptioisk. Specifically, for a given level of risigcrease of
revenue will result in the growth of stock prices.

By analogy, the same effect can be expected inionsl of reduced risk and unchanged profit. Howgeve
harmonization of the gains is without effects oa share price if the market is perfect, with enounfbrmation to
identify the” cosmetic” changes in the financiadtetents. The increase, as well as the stabilitge@fain, can be
achieved also with realistic economic decisionsaasintegral part of the policy of financial repadi So, for
example, granting discounts to customers at the adnthe financial year in order to increase sakgenues,
contributes to the realization of the desired reluel in the current period. However, the implicas of those
decisions from the standpoint of value creation lmaunfavorable. This is because with forcing & $klling, we
are “borrowing” cash flows from future periods. éftthe return to the initial level of prices, saledume will be
reduced, which also influence the future cash fleamsl thus the value of companies.

About the creation of value for the owners may Iseubsed only if the rate of return on investmeniqets is
higher than the cost of capital, i.e. lower averegst of capital provide the possibility of havihggher realized
shareholder value, which is an additional arguni@npolicy of stable profits. The cost of equitypdal are defined
as a rate of return that shareholders expect taeess compensation for taking the risk of invegtin a particular
company. This yields, as it is highlighted, are ifested in the form of dividends and share pricengh. Capital
gains, as the potential return for shareholdershéspositive difference between the lower purctease higher
selling price of the shares. In relation to cashdeinds, capital gains superiority is multiple: eball, they are
reflected in the domain of tax advantages, in #mese that capital gains are taxed at a lower @tgared to the
dividend. Then, realization of capital gains isdzh®n the discretion of shareholders which is céflé in the
selection of the time of shares sale. Finally, adiog to research by Standard & Poor's 500, theageegrowth rate
of dividends in the long run is about 8%, i.e. dgrihe period of five years, shareholders can éxjgececeive
amount of dividends in the range of 10-15% of ttels price, but very often lower amount, given thet that
many companies do not pay dividends (Rappaport,bilassin, 2001). These arguments explain the preferef
shareholders to companies whose market value tergisw.

Starting from the fact that the market value of ¢benpany can be defined as the sum of the accauntilue
and the expected future profitability, the impodarof the policy of financial reporting is recogetizin providing
the information basis for the determination of btitese elements. In fact, with the choice of actiogrpolicies,
valuation methods, termination and decisions oitaamtion or retirement of certain costs, an indmée effect on
the balance value of certain positions is evident.

The goals in the area of value creation can bézeghhot only by the creation of results, but dgcadjusting
the forecast and expectations of the investmentmuomity. The financial statements are subject ofguhésg in
purpose that the company can achieved the apptegtt@eshold”, or avoid showing losses and gaausiction.
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With this, the consensus of forecasts by finanamlysts is implemented. In order one company ttergee
preconditions for the creation of value now anduture periods, applying conservative accountinicges may
affect the reduction on the level of profit thatabsts and investors expects. Otherwise, the inipitiss of
achieving the "targets” will be “punished” by rethgethe stock prices.

Lower "threshold" or consensus forecast providespibissibility of realizing an additional positiveéluence on
the value of the shares. It is the so-called, effiéthe profit surprise. Let us assume, for iltaive purposes, that
the company estimates finishing the business yéaravprofit per share (EPS) in the amount of €& that the
current expectations of the market is € 2.2. Thegamy in a given case may, by information in qurteports,
reduce the expected profits. If in this efforts tmampany succeeds and achieves the expectatiothe afapital
market in the amount of profit per share of € hy,the subsequent expression of the profit peresbér€ 2
management will be at opportunity to realize a raageemium. Although the gain deviation is € 0.2 gleare
compared to initial expectations, the overall gftfochanges of stock prices may be positive.

However, it is possible that despite the extra@mdinefforts of management in achieving strategialgo
perceived value of the shares on the market tadwefisantly lower than the estimates of manageménbother
words, it is possible that the companys managenbefieves that the value of shares on the market ar
underestimated. The reasons for such deviationsléti® sought in possibility that the market does necognize
the value of strategy, then, that management hperisu information, and that the optimism of maraget is
without coverage. Reasons cited, among other thiagsresult of the information gap, and the fhett tmarket
participants do not have enough relevant infornmatibout the observed company. It still implies higitertainty
and high discount rate, which will have negativllertion on the present value of expected cash gjoand
consequently, the price of shares.

On the other hand, there is a possibility that lstpdces are overvalued in relation with calculatiof
management, due to information placed about theperity of entities, on the basis on which sharédnsl expect a
higher yield than management anticipates. If mamege is not able to meet these expectation neifpepplying
real policy measures of financial reporting, thelide in share prices is inevitable. Hence, an irtgza aspect of
creating and realizing value represents the effeatbmmunication between management-investors,haikithe
information policy of financial reporting perspeijust how it serves. Namely, high-quality finataieporting
builds investor confidence in the credibility ofcaanting report, and without trust the capital nesrkan not
function effectively. The fundamental goal of thismmunication is providing the investors with infation within
the limits that do not threaten competitivenesshef companies, in order to provide adequate irggapon and
forecasts based on the key drivers of value (Satzease, the rate of business gain, reducing\keage cost of
capital, increasing competitive advantage). Redydhe information asymmetry reduces the transactiosts,
increase the liquidity of the shares, which imphe®duction of required rate of return and higlteck prices.

Maximizing the value of the company through redgcagency costs presupposes the application of atiogu
policies that will enable effective monitoring, beg appropriation of wealth by management. Thitum implies
that the accounting policies are implemented agdadize optimal future cash flows of the compamarEparency
of financial statements is negatively associateét wapital costs (Barth, Konchitchki, Landsmna, 201

It is important to note that the value for sharekroican be generated by substantial or transadtabsffect on
real economic performance, rather than “cosmetii@nges. The policy of financial reporting can bensas an
auxiliary instrument - independently applied in thleort term may increase stock prices. Startingnfrde
perspective of efficiency, the creation of finahatatements is carried out in a way that throudgluénce of the
financial flows increase the value of the compadnformation perspective of financial reporting @neidering the
scope of disclosures that provide a basis for esing future cash flows, with no direct influence them. The
significance of discretionary application of acctog policy can be explained through the irratiohahavior of
investors, as well as the imperfect functioningcapital markets. When it comes to the irrationghaweor of
investors, it is reflected in over-reaction or ladkeaction to certain financial information.

The first case in the literature is referred tdrasersal”, which includes high fluctuations in treue of shares -
up and down: when company has been operating sfattgdor years, investors are trying to extrapelthis trend
in future periods, which is followed by a signifitancrease in stock prices. The first time whaapany will fail
to meet expectations, stock prices sharply depfessther phenomenon is known as "momentum” andiésphat
stock prices continued to move by inertia with @@rtrends because investors react slowly, or daengse their
expectations in the short term, but in the same tihey are underestimating the importance of in&tiom on
changes disclosed profits, disinvestment, the @setof own shares and more.

Although the market is inefficient in the sensetttt®e price action in certain circumstances deviaben
fundamental values, such imperfections are not gim@mommon, nor provides significant long-term shateer
value generation. If the policy of financial repog with discretionary character is not supportgdabstrategic
decisions and actions aimed at creating real ecaneatues, the short term increase of the repoptedit can be
converted to the destruction of long-term valuee Hestruction of value is not solely the resultpobr quality
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financial statements, on the contrary, is oftenoagmanied by inadequate business model of the compan
incompetent management, wrong economic decisiamzotessional behavior of auditors. Low-qualityafirtial
statements represent a means for masking the sfasatiry financial health of the company. In themiext, it is
undisputed that the losses of investors arisingpftioe collapse of large companies around the wartdild be far
lower if high-quality and transparent financial oejing is provided.

5. Characteristics of financial reporting for the listed companies in Republic of Macedonia

The emergence of capital market in Macedonia isextdresult of the structural, economic and sodianges in
the country, since 1989. The legislation is congatief numerous laws and regulations, the most itapbof which
are the Trading Company Law, the Securities Lawe, thw on Takeover of Joint-Stock Companies and the
Investment Funds Law.

The Macedonian Stock Exchange (MSE) was establisheSeptember 1995, as the first organized stock
exchange in the history of the Republic of Macedo@in 28 March 1996, the commencement of tradirgations
created a central market place for securities igadlThe MSE is organized as a joint-stock compdine major
shareholders comprise banks and stockbroker coespaiihe main bodies of the MSE are the Sharehslder
Assembly and the Board of Directors, consistingight members (four non-executive members, thrdegendent
members and one executive member, who is alsotilef Executive officer of the MSE).

The Securities and Exchange Commission is respentib stock market supervision. The Commissio@ns
autonomous and independent organization with theustof a legal entity, which regulates and supesviall
participants in transactions with securities in Republic of Macedonia. The Commission has puhlibarizations
established by the Securities Law, the Investmants Law and the Law on Takeover of Joint-Stock games. It
is responsible, within its legal powers and auttations, for the legal and efficient functioning the securities
market, as well as the protection of investor'stsg KPMG, 2015).

Regulatory platform for the accounting and finahceporting in Macedonia is given by The Comparkes
(Official Gazette No.28, 2004). The Companies Aeissifies companies into four groups: large, medgired,
small and micro. IFRS are financial reporting matfi for large and medium sized companies, listedpamies,
banks, insurance companies and subsidiaries ofqusly mentionedcompanies. Auditing of financiapads is
regulated by Auditing Act (Official Gazette N0.32001), which requires usage of International Stedlaf
Auditing. Audit of financial reports is obligatofgr all listed companies.

Additional reporting requirements apply for thetdid companies as defined by Securities act. TheirAtte
Chapter VI deals with the issue of financial repgytand transparency of the listed companies. rtl&3 of the
Act defines that Securities Commission must esthbéind maintain Registry of Reporting Companiedisted
company must submit to the Commission annual regerhi-annual report and quarterly reports. Anmepbrt
must be published no later than 4 months afteretite of the calendar year. Annual report includesfeiowing
elements: financial statements, auditor opinioscussion and analysis of business results, infoormain members
of management and supervisory board, compensatiangements, dividends policy, etc.

In December 2015, the World Bank presented theirfgsd of the completed Report on the Observance of
Standards and Codes on Accounting and Auditing (R@&A), which is part of the joint initiative of # World
Bank and the International Monetary Fund. This s@sent focuses on the strengths and weaknesséd® of t
accounting and auditing environment that influentes quality of corporate financial reporting, andludes a
review of both statutory requirements and actuattire.

The strategic objective of this report is to suppbe Government in its efforts to improve the baess climate
in the country, as well as the country's overarghgoal of the EU membership. Findings and recomiaigoas
from this report informed the Government’s decisioaking aimed at increasing competitiveness andymtivity
across the economy, through the provision of tingelg reliable financial information formulated aadiag to
internationally accepted standards, and also oingpstandards of governance that create confidanteng local
and foreign investors.

"Improved corporate sector financial reporting amdliting, along with appropriate disclosure of ficial
information, contributes to economic developmerd growth and to improving access to finance, thestment
climate, the overall business environment and jelton’(Goran Tinjic, World Bank Acting Country Mager for
FYR Macedonia, 2015). This ROSC Accounting and Aadntributed also to the overarching theme ofWeld
Bank’s Country Partnership Strategy in the counttyich is to support EU accession agenda.

The specific objective of this report is to help Ministry of Finance and other stakeholders adddeficiencies
in the institutional infrastructure required foteneant and reliable corporate financial reportie three essential
pillars of institutional infrastructure are: adetpiaand appropriate legal requirements, capacityicgerit to
implement those requirements, and effective enfoecg mechanisms.
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This report is an update to the first ROSC A&A e in 2003, which identified a number of areas fo
improvement. The new report verifies that the coumhade significant progress in aligning the statytand
institutional framework with EU requirements. The@v@rnment has carried out reforms consistent wihdg
institutional practices. Major improvements in amatng since 2003 include: the enactment of the taw
accounting services, the adoption of a relativalgent version of International Financial ReportBigndards
(IFRS), the adoption of the IFRS for Small and Medlisized entities, improved filing mechanisms foahcial
statements and improved transparency through thitability of data in the Central Registry.

In addition, reforms that were conducted includéd: enactment of a new law on auditing, the estairient of
a professional institution for statutory auditdige preparation of updated certification curricabee replacement of
outdated auditing standards with newer versions, @stablishment of quality assurance and publiasbyiet
arrangements for the audit profession.

The ROSC A&A due diligence included a review cfaample of published financial statements and fabat
the general quality of financial reporting for pialihterest companies has improved compared t@@08 report.

However, further efforts are needed to improve dbality of financial reporting and the report idéas a
number of key areas that need be addressed in todemsure that the gains achieved are solidifiedl made
sustainable over the medium and longer period.€pert notes several areas for further improvemémtjding:
align fully the statutory framework with the EU eéitives including simplifying requirements on SMEsyisit the
organization of the accountancy profession to awhiglication and ensure its long-term developmeattinue
modernizing accountancy education and trainingasidine accounting and auditing standard settingngthen the
mechanisms to ensure compliance with the standards.

Suggested next steps are for the Government tastisthis diagnostic with the stakeholders, detezntime
priority areas for further reforms or improvemerassess the resources available and determinetiesgonding
allocations and remaining gaps. The World Bankosmitted to supporting the country in this ongorefprm
process.

Conclusion

Financial statements are an important componenfinaincial reporting system necessary for the proper
functioning of capital markets. Even if it is dedite to have a comparable or a uniqgue model farrtiey, this is
still in process of achieving, due to the natioohbracteristics, cultural influences and submissmmifferent
standards.

When designing policies of financial reporting aekction of instruments for the creation of finahci
statements, management anticipate the outcomekeof decisions and actions. The imperative of gsirey
shareholder value required to reduce costs, whash lie the generated. In this sense, it is cruoiatrisure
unhindered access to capital by reasonable pricether words, the value for shareholdersis cretdtexigh the
reduction of costs of capital and agency coststatt, the optimal choice of accounting policy paes the
possibility of predicting future cash flows, betienderstanding of the operations and more efficeanitoring.
This will reduce information risks on which investan capital are exposed.

Accordingly, the policy of financial reporting shdube both designed to contribute to the promotdn
transparency in business through high-quality for@rstatements, thereby contributing to more effitallocation
of capital.For achieving qualitative and transpargnancial reporting on capital market a highemgde of
disclosureis required.
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Abstract

This study extends prior supply chain researchdeysing on the body of supply chain integration I§S@ defense industry.
Internal integration, supplier integration, and tooger integration’s interactions between four digiens of operational
performance (delivery, production cost, productiiygproduction flexibility) studied. The contingey effects of environmental
uncertainty couldn’t observe because of the caitefi uncertainties are distinctive for defense gtdu The survey responses
collected from 10 different people from shipyardowdre experienced at least 6 years. Their poinensandard deviations and
variance are used to form correlation matrix. Itelicient implementation to analyze relationshigsiong all variables.
Indication of maximum and minimum points shows weak and strong form of SCI to improve. This papmntributes to start
SCI approach for defense industry.

Keywords: Operational performance, supply chain integratsupply chain management

1.INTRODUCTION

A supply chain is defined as a network within agamization or between multiple organizations thablves the
procurement of raw materials, conversion from rastemals to final products, and distribution ofdirproducts to
markets [1]. A supply chain involves the flow obgucts, finances and information. Trends of inadamarket
competition, rising costs, and increased globabradf manufacturing, supply and distribution, @lntribute to the
ever increasing importance of effective supply chmanagement to reduce costs, maintain acceptablies levels
and mitigate uncertainty. This motivates the depelent of quantitative and systematic approachesupply chain
operation and design, and that recognize the sugyin as integrated system of components andidadisvels
[2].

Supply chain management (SCM) is the process ainptg, implementing and controlling the operatiofshe
supply chain in an efficient way. SCM spans all ements and storage of raw materials, work-in-p®ces
inventory, and finished goods from the point-ofgimi to the point of consumption [3]. Part of therpiing
processes in SCM aims at finding the best possiljpely chain configuration.

A supply chain network is supposed to be in useaf@onsiderable time during which many parametars c
change. If a probabilistic behavior is associatdth vthe uncertain parameters (either by using poiiba
distributions or by considering a set of discretemarios each of which with some subjective prdtgbof
occurrence), then a stochastic model may be the apgsopriate for this situation. Another modelipassibility
arises when some parameters change over timeredactable way (e.g., demand levels and costghigncase, if
forecasts for the unknown parameters are knowm, ¢ha be included in the model to obtain a netwdmgign that
can cope with these future changes [4,5].

Economic globalization has created new opportuniide companies to grow their businesses by mangyetieir
products and offering their services all over therldi As a consequence of this development, mofigldhe
strategic design of international supply chainsehgained increasing importance. Such models addjessl
features common to an international scenario inclwithe business activities of a company are gebipalty
dispersed throughout multiple countries. Coheniatik [6]. Stress in their review that coordinatioh activities
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and flexibility in responding to changing markenddions are crucial elements for global supplyicfiaRecently,
Meixell and Gargeya [7] evaluated the approprisgere existing models to support global SCND dedisi

2. Supply Chain Integration

The current trend towards globalization has noy @nbvided companies with various opportunities;, &iso a
number of challenges. On a global basis, compamse established warehouse facilities, productiantg and
distribution centers across countries for varieesons, such as cost advantages, Access to rawamsderces or
specialist skills and capabilities [8]. Howevemlghlizing supply chains also result s in many emaés, that may
include, increased complexity and various assatiateks. Companies have been managing supply chain
complexity through tightly integrated supply chaj@§ Supply chain integration (SCI) can be defirexdthe extent
to which a company strategically interconnects sahgns its supply chain with its partners, upstmeand
downstream [10].

It is generally accepted that tighter integratieads to improved performance. Integrating supphirchrocesses
with customers and suppliers enables companiesipooive and streamline information and data exchanwbeh
may lead to the improvement of product and matéioals throughout the supply chain [11]. In additi&&Cl may
enable companies to access various resources patdhiliges in the form of knowledge embedded witlitmer
supply chain members and subsequently increasmparo/'s innovativeness.

Whilst the general consent is that SCI leads tadawvgd performance, some studies have failed to gshisalink
[12]. During the recent years, a contingency viéwS€l has been adopted, showing that the relatiprisstween
integration and performance depends on differemtticgency factors. Most of the studies have comsitle
contingency factors at the firm level, such as podccomplexity, complexity of business conditionacertainty.
Recently, [13] extended the SCI literature inclgdinountry-level factors, such as the country's dibcal
capabilities.

Researchers have long articulated the need foose cintegrated relationship between manufactunedstheir
supply chain partners [14]. However, only recehihg there been a call for a systematic approashipply chain
integration (SCI), as increasingly global competithas caused organizations to rethink the needdoperative,
mutually beneficial supply chain partnerships ahd joint improvement of inter-organizational prcees has
become a high priority.

The existing research on SCI, however, is chaiaei@ty evolving definitions and dimensions [15hil& some
focuses on the individual dimensions of SCI, intipafar customer and supplier integration, othese warious
omnibus definitions [16], examining SCI as a singbmstruct. In addition, many conceptualizationsSefi are
incomplete, leaving out the important central lafknternal integration.

These incomplete and evolving conceptualizationge Had to inconsistent findings about the relatioms
between SCI and performance. In order to fully usi@ded SCI and its relationship to performancerele a need
to examine both how individual dimensions of SG eglated to different dimensions of performanseweall as
how patterns of SCI are related to different din@ms of performance. This suggests taking bothrgirmgency and
a configuration approach to studying SCI, echohgdppeal of Harland [17]. In particular, it is ionfant to apply
both approaches within a single study, in ordefeiermine whether the findings are due to theicglahip between
SCI and performance or are an artifact of the dalfaction and survey design.

This study collapsed SCI construct into three disi@ms: customer, supplier and internal integratiomeflect its
multidimensionality [18]. Internal integration i®fthed as the strategic system of cross functioaimdj collective
responsibility across functions [19], where collaition across product design, procurement, prodncsales and
distribution functions takes place to meet customeguirements at a low total system cost. Inteiniggration
efforts break down functional barriers and faciétaharing of real-time information across key tiores [20].

External integration comprises supplier and customkegration. Supplier integration involves stgiejoint
collaboration between a focal firm and its supglien managing cross-firm business processes, imgud
information sharing, strategic partnership, collabon in planning, joint product development, asal forth.
Likewise, customer integration involves strategibrmation sharing and collaboration between alféica and its
customers, which aim to improve visibility and eleajpint planning [21]. Customer integration enabke deeper
understanding of market expectations and opporésnitvhich contributes to a more accurate and quigksponse
to customer needs and requirements by matchindyswiih demand [22].
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3. Research Method and Results

The following hypothesis are proposed.

Hypothesis 1. Internal integration is positivelys@siated with (a) delivery, (b) production cost) froduct

quality, and (d) production flexibility.

Hypothesis 2. Supplier integration is positivelg@dated with (a) delivery, (b) production cost) product

quality, and (d) production flexibility.

Hypothesis 3. Customer integration is positivelgozsated with (a) delivery, (b) production cosf, pcoduct

quality, and (d) production flexibility.

This research focuses on the SCM of Naval Shiptfsatiincludes a comprehensive organization. Thé \gas
controlling some hypotheses validity with differerature of management under same conditions. Tinelsdor
his research was identified from 10 respondentsdémographic characteristics of them are showralle 1. All

respondents at least have 6 years experience disutields.

Table 1. Demographic characteristics of respondents

Position of respondents

Percentage of sample

Supply chain manager

Logistic manager

General manager

Production manager

40
30

20

10

Respondents’ points means, variances and standsiatidns were calculated for all variables as @l€ 2.

Table 2. Means, variances, and standard deviations

Mean Variance Standard

deviation
I 7.575 0.653 0.808
S| 6.380 0.128 0.358
Cl 6.420 0.777 0.882
D 7.660 1.165 1.079
PC 6.250 1.417 1.190
PQ 7.625 0.851 0.922
PF 7.850 1.294 1.138
EU 5.050 0.909 0.953

Then, correlation matrix was formed as in Table analyze relations between variables in Table 2.

Table 3. Means, variances, and standard deviations

Il SI Cl D PC PQ PF EU
Il 1
SI 0.063 1
Cl 0.200 0.367 1
D -0.340 0.130 0.250 1
PC -0.530 -0.170 0.233 0.567 1
PQ  0.098 -0.410 0.406 -0390 0.158 1
PF -0.250 -0.360 0.153 0.420 0.646 0.185 1
EU  -0.040 0.031 -0.200 0.207 0.361 -0.020 0.086 1
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Hypothesis 1. Internal integration is positivelys@siated with (a) delivery, (b) production cost) froduct
quality, and (d) production flexibility.

According to correlation matrix only product quglis positively associated with Internal integratiothese
results doesn’t support hypothesis 1.

Hypothesis 2. Supplier integration is positivelp@dated with (a) delivery, (b) production cost) product
quality, and (d) production flexibility.

According to correlation matrix only delivery is $tively associated with Supplier integration. Téessults
doesn’t support hypothesis 2.

Hypothesis 3. Customer integration is positivelgozsated with (a) delivery, (b) production cosf, pcoduct
quality, and (d) production flexibility.

According to correlation matrix all variables aresftively associated with Supplier integration. 3@eesults
support hypothesis 3.

When we analyze correlation matrix, PC and PFioglas the strongest with same directions. Sl aQdr&ation
is the strongest with different direction.

4. Conclusions and Future Research Directions

Today's world local uncertainties affect other cuigs. Therefore, decision makers have short tiondecide.
But we can use these fast effects positively forsDMow? We can specify some uncertainties (For plam
economic uncertainties for Greece, political uraiaties for Turkey, geopolitical uncertainties faaq) and we can
observe SCI and it is effects. The data were ooliected from Istanbul Naval Shipyard. Future resleacan
broaden other Naval Shipyard. The findings of thelg extend the SCI literature by indicating thepartance of
SCI practices across naval SCM. This study showas ah variables especially environmental uncettashould
conceptualize according to national and internafiaiefense policy and organizations of navy. Fangle laws
join the supply chain problem with lots of disadizages. Therefore all conception of supplier andtaaer
integration are changing. Different organizatiostalicture, targets and risk perception cause difitet8CM and SCI
approaches.
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